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Résumé

Cette these se place dans le domaine de I'IA eXplicable (XAI) centrée sur
I’humain, et plus particulierement sur l'intelligibilité des explications pour les
utilisateurs non-experts. Le contexte technique est le suivant : d'un coté, un clas-
sificateur ou un régresseur opaque fournit une prédiction, et une approche XAI
post-hoc génere des informations qui agissent comme des explications ; de 1’autre
coté, 1’ utilisateur recoit a la fois la prédiction et ces explications. Dans ce con-
texte, plusieurs probléemes peuvent limiter la qualité des explications. Ceux sur
lesquels nous nous concentrons sont : le manque d’informations contextuelles
dans les explications, le manque d’orientation pour la conception de fonctionnal-
ités pour permettre a l'utilisateur d’explorer et la confusion potentielle qui peut
étre générée par la quantité d’informations.

Nous développons une procédure expérimental pour concevoir des inter-
faces utilisateur explictives et évaluer leur intelligibilité pour les utilisateurs non-
experts. Nous étudions des opportunités d’amélioration XAl sur deux types
types d’explications locales : I'importance des variables et les exemples contre-
factuels. Aussi, nous proposons des principes XAl génériques pour contextu-
aliser et permettre 1’exploration sur I'importance des variables; ainsi que pour
guider les utilisateurs dans 1’analyse comparative des explications contrefactuelles
avec plusieurs exemples. Nous proposons une application de ces principes pro-
posés dans deux interfaces utilisateur explicatives distinctes, respectivement pour
un scénario d’assurance et un scénario financier. Enfin, nous utilisons ces in-
terfaces améliorées pour mener des études utilisateurs en laboratoire et nous
mesurons deux dimensions de l'intelligibilité, a savoir la compréhension objec-
tive et la satisfaction subjective. Pour 'importance des variables locales, nous
montrons que la contextualisation et 1’exploration améliorent l'intelligibilité de
ces explications. De méme, pour les exemples contrefactuels, nous montrons
qu’avoir plusieurs exemples plutdt qu'un améliore également l'intelligibilité, et
que I'analyse comparative est un outil prometteur pour la satisfaction des util-
isateurs.

A un niveau fondamental, nous considérons la question théorique des inco-
hérences éventuelles de ces explications. Dans le contexte considéré dans cette
these, la qualité d'une explication repose a la fois sur la capacité du systeme
d’apprentissage automatique a générer une explication cohérente et sur la ca-
pacité de l'utilisateur final a interpréter correctement ces explications. Cepen-
dant, il peut y avoir plusieurs limitations: d'un c6té, la littérature a rapporté
plusieurs limitations techniques de ces systémes, rendant les explications poten-
tiellement incohérentes ; de l'autre, des études utilisateurs ont montré que les
interprétations des utilisateurs ne sont pas toujours exactes, méme si des expli-
cations cohérentes leur ont été présentées. Nous étudions donc ces incohérences
et proposons une ontologie pour structurer les incohérences les plus courantes
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de la littérature. Cette ontologie constitue un outil pour comprendre les limites
actuelles en XAI pour éviter les pieges des explications.



Abstract

This thesis focuses on human-centered eXplainable Al (XAI) and more specif-
ically on the intelligibility of Machine Learning (ML) explanations for non-expert
users. The technical context is as follows: on one side, either an opaque classifier
or regressor provides a prediction, with an XAl post-hoc approach that generates
pieces of information as explanations; on the other side, the user receives both
the prediction and the explanations. Within this XAl technical context, several is-
sues might lessen the quality of explanations. The ones we focus on are: the lack
of contextual information in ML explanations, the unguided design of function-
alities or the user’s exploration, as well as confusion that could be caused when
delivering too much information.

For solving these issues, we develop an experimental procedure to design
XALI functional interfaces and evaluate the intelligibility of ML explanations by
non-expert users. Doing so, we investigate the XAI enhancements provided by
two types of local explanation components: feature importance and counterfac-
tual examples. Thus, we propose generic XAl principles for contextualizing and
allowing exploration on feature importance; and for guiding users in their com-
parative analysis of counterfactual explanations with plural examples. We pro-
pose an implementation of such principles into two distinct explanation-based
user interfaces, respectively for an insurance and a financial scenarios. Finally,
we use the enhanced interfaces to conduct users studies in lab settings and to
measure two dimensions of intelligibility, namely objective understanding and
subjective satisfaction. For local feature importance, we demonstrate that con-
textualization and exploration improve the intelligibility of such explanations.
Similarly for counterfactual examples, we demonstrate that the plural condition
improve the intelligibility as well, and that comparative analysis appears to be a
promising tool for users’ satisfaction.

At a fundamental level, we consider the issue of inconsistency within ML
explanations from a theoretical point of view. In the explanation process consid-
ered for this thesis, the quality of an explanation relies both on the ability of the
Machine Learning system to generate a coherent explanation and on the ability
of the end user to make a correct interpretation of these explanations. Thus, there
can be limitations: on one side, as reported in the literature, technical limitations
of ML systems might produce potentially inconsistent explanations; on the other
side, human inferences can be inaccurate, even if users are presented with con-
sistent explanations. Investigating such inconsistencies, we propose an ontology
to structure the most common ones from the literature. We advocate that such
an ontology can be useful to understand current XAl limitations for avoiding
explanations pitfalls.

X
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Introduction

Artificial Intelligence (AI) is increasingly more powerful and has reached signifi-
cant scientific and technological advances over years. In particular, Machine Learn-
ing (ML) models are achieving unprecedented levels of performance when learning
to solve increasingly complex computational tasks (e.g., the development of Deep
Learning models, in particular for Natural Language Processing tasks through Large
Language Models). As a result, the applications of Machine Learning are diverse and
widespread. They concern multiple industries, among which for instance healthcare
(e.g., skin cancer detection with radiography pictures), insurance (e.g., fraud detec-
tion in claims), human resources (e.g., filtering applicants for a job position), law (e.g.,
predicting chances of recidivism for prisoners), cybersecurity (e.g., spam detection in
emails) to name a few.

However, such progress leads to an increase in the complexity and sophistication
of Machine Learning models. For example, tree based methods like XGB are con-
sidered extremely fast, stable, fast to tune and robust to randomness. Because these
types of very accurate models are highly opaque, they are often referred to as black-
boxes: despite these models being able to produce useful predictions, it is not possible
to get any information about their internal workings. Such models can be perceived
as tools whose behaviors are not clear. This opacity can create many issues when the
Machine Learning models are misused, with intent or ignorance, in situations where
the decisions have high impacts. They can even be dangerous or have disastrous con-
sequences, as shown by several use cases. For example, in 2018, a pedestrian woman
died after a self-driving vehicle failed to analyze the situation ! (a pedestrian crossing
the street outside of the pedestrian crossing area) and prevent the crash. The opacity

of the Machine Learning model used in such application had made it impossible for

https:/ /www.nytimes.com /2018/03/19/technology / uber-driverless-fatality.html
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Chapter 1. Introduction

the ML researchers who designed the model to assess the error and debug it, leading
to a deadly consequence. In another disastrous example, the COMPAS software used
by several jurisdictions in the US to predict the recidivism risk of convicts was found
to be racially biased in 2016 2. The opacity of the Machine Learning model used in
this software was not only making this bias difficult to detect, but also did not allow
non-Al practitioners (e.g., expert users such as judges or non-expert users such as ju-
rors) to be able to perceive nor understand such risks, leading to juridical and ethical
issues.

These limitations fuel an increasing demand for transparency from various stake-
holders in Al (Preece et al., 2018; Sokol and Flach, 2020; Goodwin et al., 2022). When
decisions derived from such systems can have a high impact on people’s life or soci-
ety, there is a need for understanding how such decisions are provided by Machine
Learning systems (Lipton, 2016; Wachter et al., 2017; Goodman and Flaxman, 2017).
Public and private institutions have started to address this issue. For example, the
European Union enforces the "right to an explanation" for citizens in the General Data
Protection Regulation (GDPR). Hence, the organization responsible for the develop-
ment of an algorithm is compelled to explain its decisions to the concerned citizen.
For instance, when a citizen applies for a loan through an automated system, the
insurance company is required to ensure that the latter can provide him/her with in-
formation to explain the decision. It is likely that the use of Al will be regulated and

governed to ensure that it does not have a negative impact on people or society.

Explainable Al

As discussed in more details in Chapter 2, the field of eXplainable AI (XAI) has
emerged in the recent years as the scientific answer to these societal issues, and gen-
erally aims at addressing the problem of the opacity of Al systems. It is among the
hottest topics in Al research, as shown by the number of total publications whose title,
abstract and/or keywords refer to the field of XAI during the last years (Barredo Ar-
rieta et al., 2020).

The term XAI has initially been popularized by the DARPA (Defense Advanced
Research Projects Agency) in a call for research proposals on Al explainability (Gun-
ning, 2017). It can be defined as "the ability to explain or to provide the meaning in under-
standable terms to a human” (Doshi-Velez and Kim, 2017). Generally, XAI works refer
to all the initiatives aiming at making ML models understandable to human (Adadi

Zhttps:/ /www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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and Berrada, 2018). Various related terms are being used by the research community
to describe these works such as interpretability, explainability, transparency, intelligi-
bility, comprehensibility, accountability to list a few. There are often disagreements
on their respective scopes and the extent to which they are redundant, complemen-
tary or distinct. Several works propose to distinguish the subtle differences between
these terms and their use (see Barredo Arrieta et al. (2020); Liao and Varshney (2021);
Bellucci et al. (2022)). This thesis does not go into that direction and uses the terms of
explainability, interpretability and intelligibility interchangeably.

Numerous approaches have been proposed to make Machine Learning models
understandable from a technical point of view (see Barredo Arrieta et al. (2020); Verma
et al. (2022); Guidotti et al. (2018) for recent surveys). Such models can be trained for
various ML tasks such as classification (see Umadevi and Marseline (2017); Kowsari
etal. (2019); Chen et al. (2021a) for some surveys), regression (see Fernandez-Delgado
et al. (2019); Emmert-Streib and Dehmer (2019) for some surveys), clustering (see Pat-
ibandla and Veeranjaneyulu (2018); Ahmad and Khan (2019) for some surveys), rec-
ommendations (see Koren et al. (2009); Zhang and Chen (2020) for some surveys) to
name a few. This thesis focuses on the case of supervised learning tasks, classification
and regression.

To make these models more transparent, two kinds of predictive models and ex-
planation strategies are distinguished (see Biran and Cotton (2017); Guidotti et al.
(2018); Barredo Arrieta et al. (2020); Zhou et al. (2021) for some surveys). First, some
models have a simple and small structure and thus are considered to be interpretable
by nature. This may for instance be the case of decision trees with low depth. Other
predictive models, called black-box models, have complex structures and cannot be
considered as interpretable. Neural networks for instance belong to that category.
They are then paired with an additional system dedicated to the generation of expla-
nations, called explainers. For instance post-hoc explainers are built on top of the pre-
dictive model to enrich their prediction with additional information (see e.g., Adadi
and Berrada (2018); Linardatos et al. (2020); Barredo Arrieta et al. (2020) for some
surveys). Different types of explanations can be generated from these approaches:
feature importance techniques assign a score to input features based on how useful
they are at predicting an output (e.g., LIME (Ribeiro et al., 2016) or SHAP (Lundberg
and Lee, 2017)), rules as a knowledge base that collectively make up the prediction
model (e.g., RuleMatrix (Ming et al., 2018) and Anchors (Ribeiro et al., 2018) and
counterfactual instances, that exemplify the minimal modifications that would lead
to a different prediction (e.g., Growing spheres (Laugel et al., 2018a) FACE (Poyiadzi
et al., 2020) and DiCE (Mothilal et al., 2020)). The generated explanations can be lo-

3



Chapter 1. Introduction

cal, i.e. associated to a specific prediction, or global, i.e. describing the whole model’s
behavior.

Human-Centered eXplainable Al

Despite having multiple XAI approaches produced by Al researchers, there are very
few successful examples of XAl in real-world Al applications (Liao and Varshney,
2021). Explainability should be inherently human-centered and developing XAI ap-
plications requires to center the technical development on people’s explainability
needs. XAl has become an increasingly multidisciplinary research field, with relative
growth in papers belonging to diverse non-computer scientific fields. The Human-
Centered Explainable Al research community has emerged very recently on the sci-
entific landscape (Wang et al., 2019; Ehsan et al., 2021), and refers to interdisciplinary
works in XAl including Human-Computer Interaction researchers and design prac-
titioners, aiming to address the needs of the end-users and adapt accordingly the
presentation of Machine Learning explanations.

Another active area of research in XAl concerns the evaluation of Machine Learn-
ing explanations. There is a need to ensure that the XAl approach used to generate
explanations is adapted to the needs of the end-users, and that these explanations can
be interpreted by the latter. Yet, current research in XAl is generally proposed from
a computational point of view, and lack empirical research in understanding users’
needs of ML explanations in their usage (Keane et al., 2021; Verma et al., 2022; Shang
et al., 2022). Also, very few of them have been user tested or evaluated: only 21%
of counterfactual approaches surveyed by Keane et al. (2021) have been user tested.
There is often no or little empirical evidence to prove the relevance of one approach
as compared to another. Thus, evaluating the intelligibility remains a challenging
task. The research community has been lacking guidance over the method to ap-
ply and the measures to use when evaluating such approaches (Nunes and Jannach,
2017; Adadi and Berrada, 2018; Guidotti et al., 2018; Chromik and Schuessler, 2020;
Arora et al., 2022). Although there have been some contributions on this topic (see
Chromik and Schuessler (2020); Rong et al. (2022b); Arora et al. (2022) for recent sur-
veys on XAl evaluation), the research community seems to be lacking guidance on
the method and measures to use in order to assess the quality of an explanation with
users (Nunes and Jannach, 2017; Adadi and Berrada, 2018; Guidotti et al., 2018).



Motivations

Research in XAl is aiming at presenting the users with intelligible explanations. We
investigate in particular three research directions in this thesis.

First, the notion of an explanation and its purpose has been studied in various
fields of research (e.g., philosophy, cognitive sciences, human-computer interaction
(Miller, 2019)) and in different contexts (e.g., in social interactions, between human
and various kinds of machine (Sokol and Flach, 2020). Hence, it requires to investi-
gate outside of the scope of research in computer science and incorporate key insights
in social sciences in order to have human-centered approach in XAl We describe such
insights in Section 2.1.

Moreover, multidisciplinary contributions in XAI are investigating the design of
user interfaces for different types of explanations and users needs. These interfaces,
called explanation user interfaces (XUIs) (Chromik et al., 2021) are defined as the sum
of outputs of an XAI system that the user can directly interact with. Such interfaces
are designed for various types of explanations (e.g., counterfactual explanations in
visual interface (Gomez et al., 2020) or interactive interface for rules (Ming et al,,
2018)), as well as for the users’ various needs and levels of expertise (e.g., a loan
applicant with little to no knowledge in Al or in finance).

Finally, evaluating and measuring the quality of an explanation is a challenging
task. Different methods from social sciences (e.g., application-grounded and human-
subjects evaluations (Doshi-Velez and Kim, 2017; Nauta et al., 2022)) and metrics in
XAl (e.g., objective measures such as understanding, usability; subjective measures
such as trust, fairness (Chromik and Schuessler, 2020; Rong et al., 2022b)) are used in
recent contributions on human-centered XAI

Contributions

In this thesis, we consider the following context: on one side, a classifier or a regres-
sion opaque model provides a prediction, and a post-hoc XAI approach generates
pieces of information that act as explanations; on the other side, a user receives both
the prediction and the explanations.

We aim at investigating the process for designing and evaluating Machine Learn-
ing explanations so that the end-users understand and find them useful. We focus on
the needs of non-expert users whose questions are oriented towards the understand-
ing of the predicted outcome. Hence, we use two types of local explanations to build
the process: local feature importance and plural counterfactual examples.

5



Chapter 1. Introduction

We analyze local approaches for feature importance explanations (e.g., LIME (Ribeiro
etal., 2016) or SHAP (Lundberg and Lee, 2017)) and highlight the lack of both contex-
tual information and interactive functionalities needed to compensate for the knowl-
edge gaps of the non-expert users and allow them to test their hypotheses. Thus, we
investigate two design enhancements for explanation user interfaces, namely contex-
tualizing and allowing exploration. We also investigate the method and the metrics
that can be used for the evaluation of the intelligibility of such explanations. We pro-
pose design principles and an implementation into an explanation user interface for
an insurance scenario. This interface is then used to conduct a user study in lab set-
tings and we measure two dimensions of the intelligibility, namely objective under-
standing and subjective satisfaction. We demonstrate that these design enhancements
improve the intelligibility of such explanations.

Regarding counterfactual explanations, we highlight that most of these approaches
have not been user tested. Yet, when having plural counterfactual explanations (i.e.,
for one instance and a given prediction, having multiple counterexamples instead of
a single one), too many examples can create confusions. In this work, we investi-
gate the intelligibility of counterfactual explanations, and compare two cases: having
a single example and having plural examples. We also investigate design enhance-
ments for comparative analysis functionalities in an explanation user interface. This
work allows us to refine the proposed evaluation method: we propose enriched ques-
tionnaires for measuring intelligibility and we also integrate qualitative measures to

collect insights from the user study.

At a fundamental level, we consider the theoretical question of possible incon-
sistencies in Machine Learning explanations. In the explanation process considered
for this thesis, the quality of an explanation relies both on the ability of the Machine
Learning system to generate a coherent explanation, as well as on the ability of the
end user to make a correct interpretation of the explanations. Yet, there can be limi-
tations on both sides: the literature has reported several technical limitations of such
systems, making the explanations potentially inconsistent; also, user studies have
demonstrated that users” inferences are not always accurate, even if they have been
presented with consistent explanations. Thus, we investigate such inconsistencies
and propose an ontology to structure most common ones from the literature. This
ontology can be useful to understand the current limitations in XAl, and avoid expla-
nations pitfalls.



Document structure

The thesis is structured as follows. After a brief overview of the very vast domain of
eXplainable Al, Chapter 2 presents the recent research direction in XAI with a focus
on the human aspect of Machine Learning explanations.

Chapters 3 to 5 discuss in turn the three contributions summarized above: Chap-
ter 3 is dedicated to the study of design enhancements for local feature importance
explanations in an XUI for non-expert users; similarly, Chapter 4 is dedicated to de-
sign enhancements for counterfactual explanations with plural examples; and Chap-
ter 5 is devoted to discussing and structuring the notion of inconsistencies in ML
explanations.

Finally, the manuscript ends by summarizing the contributions of this thesis and
discussing the perspectives it opens.






Background and related works

So called black-box machine learning models achieve very high accuracy levels possi-
bly at the expense of their intelligibility and transparency. For instance, they include
deep learning models. Hence, the research community has been very active on the
topic of eXplainable AI (XAI), and numerous approaches have been proposed to im-
prove both this needed algorithm transparency and human understanding of such
models (see Adadi and Berrada (2018); Mohseni et al. (2018); Guidotti et al. (2018);
Barredo Arrieta et al. (2020) for some surveys). Since 2020, contributions in XAI have
shifted from a technical focus to more human-centered approaches that emphasize
on the users and how to presentation them with ML explanations (Liao and Varsh-
ney, 2021; Chromik and Butz, 2021; Ehsan et al., 2022; Szymanski et al., 2022b). This
human-centered research field has become a prominent interdisciplinary domain in
the past years, including machine learning, data science and visualization, human-
computer interaction, design, psychology or law. Research in XAl takes insights from
social sciences fields, to be able to present qualitative explanations to the end-users,
and to evaluate them. There is also an increasing number of contributions from the
Human-computer interaction (HCI) research community on user interfaces for the

display of ML explanations.

In this chapter, we first discuss the key notions of an explanation from research in
social sciences in Section 2.1. We then present the challenges and current research di-
rections of explainability in Section 2.2. In Section 2.3, we review some HCI contribu-
tions for explanations user interfaces (XUIs). We then discuss another XAI challenge

regarding the evaluation of the explanations in Section 2.4 and conclude in Section 2.5.



Chapter 2. Background and related works

2.1 | Explanation in social sciences

The purpose of research in XAI is to provide users with explanations regarding a
model’s behavior and the prediction. A first important step in this process is to re-
flect on what is an explanation generally speaking, and to take perspective outside
the computing perimeter. The notion of an explanation has been widely studied in
various fields of research. In particular, insights from social sciences works provide
a better understanding on the needs for an explanation, how do people build and
communicate the latter. De Graaf and Malle (2017) argue that because people assign
human-like traits to artificial agents, they will expect explanations to have similar
conceptual framework as the one used to explain human behaviors. Hence, we re-
view the process of explaining from the point of view of social sciences. Here, our
intention is not to make an exhaustive list of all the discussions around this subject,
we summarize the few elements that reach a consensus and that we believe are rel-
evant for the continuation of our work. We discuss in turn below the context of an

explanation and its key dimensions.

2.1.1 | Context of an explanation

An explanation can be defined as "an answer to a why-question" (Lewis, 1986; Den-
nett, 1989; Overton, 2011; Miller, 2019) and should provide a reason that justifies what
happens (Lipton, 1990; Dennett, 2017). For example, a student can ask a teacher why
he/she received a given grade. In such a case, the need for an explanation may stem
from a lack of understanding or a feeling of injustice about the received grade. In
the literature, there are many reasons to justify such need, and how the latter is for-
mulated. There are different points of view that overlap but do not completely align.
Here, the objective is not to identify their complementarities but just to point out their
diversity.

Following the discussion of Keil (2006), people are said to be driven to acquire
explanations to apprehend the world (e.g., few months after their first words, chil-
dren start asking "why" to understand their environment) and to provide them in
an attempt to communicate an understanding (e.g., a friend explaining why he/she
has failed to honor a commitment). Keil (2006) argues that people tend to ask for an
explanation to improve their understanding of someone or something, so they can
build a mental model that can be used to make an informed decision. Building a
mental model refers to the process to constructing hypothethical knowledge (Carroll
and Olson, 1988; Wickens et al., 2015) about a specific event, so as to better under-

10



2.1. Explanation in social sciences

stand it (Norman et al., 1983). More precisely, Malle (2006) argues that people tend to
ask for explanations for two reasons. On one hand, explanations are requested to find
meaning when there are contradictions or inconsistencies with prior knowledge. It is
argued that they are most needed for events or observations that are perceived as be-
ing abnormal or unexpected (Hesslow, 1988; Hilton, 1996), or when the explanation
may lie in a new field (Doshi-Velez and Kim, 2017). On the other hand, explanations
are needed to create a shared meaning of something, adapt others” beliefs and im-
pressions. When applied to Machine Learning, Adadi and Berrada (2018) define at
least four sub-reasons for the need for explanations: to justify a predicted outcome, to
control the model (e.g., to mitigate potential flaws or mistakes), to improve the model
or to discover new facts.

Miller (2019) proposes to distinguish between four classes of “why-questions” that
can be answered with explanations, called "whether-questions", based on the Ladder
of Causation of Pearl and Mackenzie (2018). First, the what-questions (e.g., “What
event happened?”) seek to determine, from some observed events, which unobserved
events could have happened as well. In addition, there are how-questions (e.g., "How
did the event happen?”) and what if-questions (e.g., "What event would have happened
if this was different?”), that seek to determine the set of causes that would prevent
an event from happening. Finally, why-questions (e.g., “"Why did the event happen?”)
seek for causes that can be used to simulate alternative causes to see if a factual event
would still happen.

People tend to explain the cause of an event relative to some other event that did
not occur (e.g., “Why P rather than Q?”) (Hilton, 1990). P refers to the event that
occurred, called the fact, and Q refers to the hypothetical case that was expected but
did not occur, called the foil (Lipton, 1990). Hence, explanations are requested for
a reason, and often a why-question implies an underlying hypothesis. Offering an
explanation requires to identify this underlying whether-question it should answer
(Bromberger, 1966). According to Van Bouwel and Weber (2002), there are three types
of whether-questions: on properties within an object (e.g., "Why does object a have
property P rather than property Q?"), between objects themselves (e.g., "Why does
object a have property P while object b has property Q?"), and within an object over
time (e.g., "Why does object a have property P at time ¢, but property Q at time #'?").

2.1.2 | Key dimensions of an explanation

In social sciences, there have been many rich discussions over the years around the

concept of an explanation (see Lewis (1973); Lipton (1990); Malle (2006) to name a
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few), and its various definitions seem to be used interchangeably between authors,
often demonstrating conflation of some related terms (e.g., an explanation can be de-
fined as information about the cause of an event; the concept of causality has brought
many discussions in the literature (Hume, 2000; Lewis, 1986; Hilton, 1990)). The ob-
jective of this section is not to offer an exhaustive overview of such discussions, but
to present some key insights of the surveyed literature made by Miller (2019). In par-
ticular, there are four important dimensions to consider when defining explanations:
they are contrastive as they are acting as an answer to a why-question in the form
of "Why event P happened instead of event Q"; they are selected in a biased manner
among series of possible causes; they are social as they are part of a conversation or
interaction; and they tend to be causal. Miller (2019) also argues that all these dimen-
sions convey a contextual nature of the explanations. We describe in turn below these

points.

Explanation are contrastive Explanations are said to be contrastive by nature, as
people tend to explain the cause of an event relative to some other event that did
not occur (e.g., “Why P rather than Q?”) (Hilton, 1990) which requires to identify the
underlying whether-question it should answer. As presented in the previous section,
most whether-questions require contrastive explanations, the foil being explicitly for-
mulated (e.g., "Why did you open the door rather than the window?") or implicitly
formulated (e.g., "Why did you open the door?") (Hilton and Slugoski, 1986; Hess-
low, 1988; Lipton, 1990; McGill and Klein, 1993). In the case of an implicit whether-
question, the explainer (i.e., the person who receives the question and provides the
explanation) must understand the foil, as there can be many depending on the con-
text the question is asked (Hesslow, 1988; Lipton, 1990): in the same question "Why
did you open the door?", the foil could be either "rather than the windows" or "rather
than turning on the air conditioning", and they do not seek for the same nature of an-
swer in order to explain both the fact and the foil (Miller, 2019). Thus, an explanation
necessarily depends on the context behind the foil, so that it can meet the needs of the

one requiring the explanation (Hoffman et al., 2018).

Explanations are selected Explanations are usually requested when people do not
have the necessary elements to understand an event. Hence, these people usually do
not have access to the causes, and infer them from contextual observations and prior
knowledge (Malle, 2006). People select some of these inferred causes as the explana-
tion, based on the goal of the explanation (Mill and Robson, 1973). The explanations
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are said to be selected and Miller (2019) argue that there are three cognitive processes
in use to select the causes.

First, the causal connection process is used to identify the causes of an event.
There are two sub-cognitive processes at play for the causal connection: abductive
reasoning refers to hypotheses that people formulate and test to infer causes of an
event; and simulation refers to counterfactual events that people simulate to draw a
good explanation. Then, the explanation selection process is used to retain a small
subset of identified causes as explanation. It is argued that people tend to select what
they believe are the most relevant causes (Trabasso and Bartolone, 2003). Various cri-
teria for selection are considered, such as abnormality (Hilton and Slugoski, 1986),
intentionality (Hilton and John, 2007) or necessity (Woodward, 2006) to name a few.
Finally, the explanation evaluation process is used to assess the quality of an expla-
nation. Different criteria can be used to assess the explanations: the probability of
the explanation of being true (Josephson and Josephson, 1996), simplicity (Read and
Marcus-Newhall, 1993) and coherence with prior beliefs (Thagard, 1989) for example.

Explaining is a social process Once the explanation is selected and evaluated, peo-
ple communicate it. Hilton (1990) says that explaining is a social process where
"someone explains something to someone". Thus, explanations is an instantiation
of a conversation with a dialog between two parts. There are two stages for com-
municating these explanations: first the diagnosis stage, in which an explanation is
selected; and then the explanation stage, which is the social process of conveying this
to someone. Hilton (1990) argues it is important for this explanation to be relevant to
the question asked so that it is considered a good one (i.e., that it answers the appro-
priate whether-question). As such, the explanation should follow the rules of Grice’s
maxims of conversation (Grice, 1975), namely the quality (i.e., making sure that the
piece of information is of high quality), the quantity (i.e., providing the right quan-
tity of information), the relation (i.e., only providing information that is related to the
conversation) and the manner (i.e., being intelligible: avoid obscurity of expression,
ambiguity, be brief and orderly).

Explanations are causal In the discussion proposed by Miller (2019), it is finally
argued that an explanation is less about probabilities and more about causes. Ex-
planations should provide a reason that justifies what happens (Dennett, 1989, 2017;
Biran and Cotton, 2017; Antaki and Leudar, 1992). In philosophy, the causal dimen-
sion is an important topic, and it is embedded in many definitions of an explanation
(Kelley, 1987; Lewis, 1986; Josephson and Josephson, 1996; Hume, 2000). Lewis (1986)
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says that "[explaining] an event is to provide some information about its causal his-
tory". Josephson and Josephson (1996) also say that "an explanation is an assignment
of causal responsability”. Moreover, Hume (2000) assimilates an explanation to a
counterfactual: there is a causal relation between two types of events, if events of one
type are always followed by events of the other type (Lewis, 1973; Hilton, 1988). Fi-
nally, Halpern and Pearl (2005) propose another formalization of causality: the world
is assumed to be characterized by the values of two kinds of variables (exogenous
variables, whose values are external to the model; and endogenous variables, whose
values are determined the exogenous variables) and some variables may have causal

influence on others.

2.2 | Explaining machine learning models

As presented in Chapter 1, explaining machine learning models is a challenging task.
As models are increasingly more complex and sophisticated, it is more difficult, if not
impossible, for people to interpret them. This has encouraged a surge for research
on explainable Al (XAI) over the years (Lipton, 2016; Wachter et al., 2017). Research
in XAI has received a significant amount of scientific attention in the last decade (see
Barredo Arrieta et al. (2020) for recent survey). Generally, XAl works refer to all
the initiatives aiming at making ML models understandable to human (Adadi and
Berrada, 2018). Various terms have been used in the literature to describe contri-
butions in XAI (such as interpretability, explainability, transparency, intelligibility to
name a few), and researchers often disagree on their scopes and relations (Liao and
Varshney, 2021). This thesis uses the terms of explainability, interpretability and intel-
ligibility interchangeably. Many techniques have been proposed for that purpose (see
Adadi and Berrada (2018); Mohseni et al. (2018); Guidotti et al. (2018); Barredo Arri-
eta et al. (2020) for some surveys) to meet the growing needs for more transparency
over algorithmic decisions of the users and regulators.

In Section 2.2.1 we introduce the considered issues for explaining ML models, and
present different approaches to make such models more transparent in Section 2.2.2
and different types of explanations that can be generated in Section 2.2.3. We then
discuss the current research direction towards human-centered XAlI in Section 2.2.4.

2.2.1 | Considered issues

The considered case for explainability in this thesis refers to ML models mainly for
tabular data, as illustrated in Figure 2.1. The baseline system to explain is composed
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Figure 2.1: ML model for regression or classification tasks. For instance x, model F that has
been trained beforehand, provides prediction y. Users interact with this system.

of a model F that is providing a prediction y for instance x.

ML models can be trained for various ML tasks such as classification (i.e., y is
a class), regression (i.e., v is a numerical value), clustering (i.e., input data in x are
not labeled and y labels this input data), recommendations (i.e., y is a rank/score) to
name a few. This thesis focuses on the case of supervised learning tasks, classification
and regression.

Also, there can be various types of data needed by the ML models to complete
such tasks: tabular features (with categorical and numerical values), text and image,
as well as their combinations. This thesis considers ML models trained with tabular
data.

In particular, we are interested in the prediction phase and consider that the model
has been trained before. To illustrate this baseline system, the use case of a loan ap-
plication in insurance is considered. In such a system, a ML model F (depicted as a
box in Figure 2.1) is trained for a binary classification task: y (depicted as an atom
icon) refers to the class predicted for the loan (either accept or reject the loan applica-
ton); x (depicted as a database icon) refers to the values of the instance, in the form
of features that can numerical (e.g., "Salary", "Age") and/or categorical (e.g., "Current
position", "City of residence"). If the loan application x is rejected by model F, the
user will likely be needing explanations to understand such decision and system.

Explaining Machine Learning models is a challenging task because they often are
exponentially more complex at the expense of their transparency. Due to this in-
creased complexity, users are not able to understand the algorithmic processes nor
the predicted outcomes. Yet, as presented in Section 2.1, people need explanations in
situation where they are dealing with novelty or for surprising outcomes. This need
is reinforced in situation with high impacts (e.g., in health), where it is important to
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ensure that the prediction is reliable for the users to be using it (e.g., no incorrect pre-
diction (Dietvorst et al., 2015), no hidden biases from the dataset (Larson et al., 2016).
The considered issues in this thesis are related to the explainability of such complex
models, called “black-boxes”.

2.2.2 | Some characteristics of ML explanations

To make ML models more transparent, numerous approaches have been proposed
(see e.g., Biran and Cotton (2017); Guidotti et al. (2018); Molnar (2020); Barredo Ar-
rieta et al. (2020); Zhou et al. (2021) for some surveys). These technical approaches
generally allow to (i) extract the relevant information to explain a prediction from
black-box ML models and (ii) translate this into an explanation that users can under-
stand. These approaches aim at gaining the users’ trust, and providing them with the
causes of some events. Thus, they can be considered as key features to add to a ML
system, so that it is possible to generate relevant explanations to the users. Among
possible distinctions between such approaches, we consider the following two:

m Self explaining vs post-hoc approaches: the complexity of the model to explain
allows to distinguish between two types of explaining approaches. The first one
consists in building a self-explaining model , that is intrinsically explainable
(e.g., low depth decision trees). For complex ML models, called "black-boxes",
post-hoc approaches can be used to extract and generate various kinds of infor-
mation that act as explanations. These approaches can be model-agnostic (i.e.,
they are independent from the prediction model) or model-specific (i.e., they
only work for the interpretation of specific model like neural networks). This
allows for more complexity in the ML model and flexibility in the settings of the
ML system (e.g., the model may be modified or retrained without modifying the

explainer).

m Global vs Local: Another important distinction can be made between global
and local explanations that can be generated. Global approaches aim at ex-
plaining the model’s behavior, whereas local approaches focus on explaining
a single prediction. These two approaches allow to answer different types of
questions: global approaches answer questions on the ML system itself such
as "What is the system’s overall rationale"; local approaches answer questions
on the prediction such as "How should this instance change to get a different
prediction Q?" for example Liao et al. (2020).
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— 8 — —> 00
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Figure 2.2: ML system to explain complex ML models: F is the pre-trained complex ML
model; G is the post-hoc explainer; F and G combined represent the ML system. From left to
right: for instance x, model F provides prediction y; explainer G generates local explanations
(for y) or global explanation (for model F).

The considered models for this thesis are complex ones for regression and classifi-
cation tasks. They are considered as opaque and not interpretable. We call ML system
the combination of such a model and a post-hoc approach, called the explainer, as il-
lustrated in Figure 2.2. The model F is giving a prediction y for instance x, and the
explainer G (depicted as a disk) provides an explanation (depicted as glasses icon).
This explanation can be local (i.e., explains the prediction) or global (i.e., explains the
model’s behavior).

2.2.3 | Some types of ML explanations

Different types of explanations can be generated for a ML system, and explainer G
can be categorized into three types of outputs. First, feature importance refers to
techniques to assign a score to input features based on how useful they are at pre-
dicting an output (e.g., LIME (Ribeiro et al., 2016) or SHAP method (Lundberg and
Lee, 2017). Second, rules are defined as knowledge bases that collectively make up
the prediction model (e.g., RuleMatrix (Ming et al., 2018) and Anchors (Ribeiro et al.,
2018)). Finally, counterfactual instances, that exemplify the minimal modifications
that would lead to a different prediction (e.g., Growing spheres (Laugel et al., 2018a),
FACE (Poyiadzi et al., 2020) and DiCE (Mothilal et al., 2020)). The considered explana-
tion types for this thesis are feature importance scores and counterfactual examples,

and we describe these XAI approaches below.

Feature importance techniques assign scores to input features based on how useful

they are at predicting an output. The higher the scores are, the more impact the
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Figure 2.3: LIME (Local Interpretable Model-agnostic Explanations) explanations for a classi-
fication ML model for tabular data (figure reproduced from Ribeiro et al. (2016)).

corresponding features have on the output.

These explanations are displayed into graphs that show the weights of features.
Based on the weights in the linear model (i.e., coefficients of the relationship between
a given feature x and a target y, assuming that all the other features remain constant),
the most important or influential features are placed at the top. Feature importance
explanations can be local, i.e., they provide a weight for each feature describing its
contribution to the final decision for a specific instance, or they can be global, i.e.,
they describe the weights of the features used by the model.

Several techniques have been proposed to generate this type of explanations,
such as LIME (Ribeiro et al., 2016), SHAP (Lundberg and Lee, 2017), randomization
(Henelius et al., 2014) and pairwise interaction (Lou et al., 2013) to name a few. In
particular, we detail below two of the most popular ones: LIME and SHAP.

m LIME stands for Local Interpretable Model-agnostic Explanations (Ribeiro et al.,
2016). It is a local model that explains the prediction of an instance by analyz-
ing its neighborhood in the dataset. It creates a transparent model that acts as
a substitute model to explain the predictions of a black-box model. First, new
samples are created by perturbing the instance for which an explanation is re-
quired. These new perturbed samples are run through the black-box model, and
the changes in the prediction with respect to the original instance are measured,
weighted by the proximity to the original instance. Based on this, a transpar-
ent model is trained to fit the predictions of the black-box model. The output
of LIME for tabular data is a list of input features with importance scores, and

features are displayed in a decreasing order of importance.

As an illustration of how such an approach works, the example used by Ribeiro
et al. (2016) is represented in Figure 2.3. In this example, a classifier predicts the
editability of a mushroom, using only categorical features (here a binary clas-
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Figure 2.4: SHAP (SHapley Additive exPlanations) local (left) and global (right) explanations
for a regression ML model for tabular data from (figure reproduced from Lundberg and Lee
(2017)).

sification task for whether the mushroom is edible or poisonous). The left part
of the illustration displays the prediction probabilities; the middle part displays
a graph presenting the weight of each feature towards the predicted class in a
decreasing order of importance; the right part display the initial value for each
feature. For the mushroom considered here, the feature "odor", whose value
"foul" is "true", has the most impact on the predicted class "poisonous".

m Another popular technique for generating feature importance is SHAP, stand-
ing for SHapley Additive exPlanations (Lundberg and Lee, 2017). Inspired by
game theory, this method generates either local or global feature importance
explanations by calculating Shapley values for inputs that were used in the ML
model. These values define how much features contributed to the value of a
given prediction, in comparison to the average prediction. They are obtained
by computing the average difference in the value of predictions when including

and omitting a certain feature value in increasingly large sets of other features.

As an illustration of how such an approach works, the example used by Lund-
berg and Lee (2017) is reproduced in Figure 2.4. In this example, a regression
model predicts house prices in Boston area, and the SHAP method provides ex-
planations for these prices. The plot on the left shows features each contributing
to pushing the model output from the base value. Features pushing the predic-
tion higher are shown in red, those pushing the prediction lower are in blue.
The plot on the right sorts features by the sum of SHAP value magnitudes over
all samples, and uses SHAP values to show the distribution of the impacts each
feature has on the model output.
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Counterfactual examples explain a predicted outcome y by identifying minimal
changes that could be applied to the initial instance x so as to get another prediction.
For instance for the loan application case, if the model F rejects the loan application, a
counterfactual example provided by the explainer G explains what minimal changes
on x would have made the model accept the loan instead.

Counterfactual examples are argued to be highly relevant forms of explanations
based on arguments from cognitive sciences regarding their resemblance to human
explanations (Wachter et al., 2017; Byrne and Tasso, 2019; Wang et al., 2019; Zhang and
Lim, 2022). First, counterfactual examples possess the key property to be contrastive
(Miller, 2019; Chromik et al., 2021; Zhang and Lim, 2022): they allow to answer to
questions such as "Why Q rather than P?". It is argued that they are much more
causally informative than factual explanations (e.g., feature importance approaches)
(Byrne and Tasso, 2019; Warren et al., 2022), which is another important component
of an explanation as described in Section 2.1.

There is a large variety of approaches to generate such explanations (see e.g.,
Guidotti et al. (2018); Verma et al. (2022) for recent surveys). In the survey proposed
by Verma et al. (2022), 55 counterfactual approaches are compared for different ML
system settings (i.e., these approaches can access to the model’s internals or the model
is a "black-box"; and they can be model-agnostic or specific). These approaches may
differ on several other dimensions.

First, they can differ regarding the definition of counterfactual attribute such as
sparsity, data manifold adherence, causality. For example, sparsity can be defined
as minimizing the distance, for which various definitions can be considered, such
as the Euclidean distance, the L1 norm (Wachter et al., 2017) or combinations with
other norms so as to improve the change sparsity, in terms of the amount of modified
features (Lash et al., 2017; Laugel et al., 2019; Le et al., 2020).

Moreover, counterfactual approaches may thus differ regarding the optimization
problem, and how they can integrate constraints in the formulation of this cost func-
tion: for example, depending on how important one criterion may be for the rele-
vance of the explanation to the users, algorithms should allow to generate only plau-
sible (Looveren and Klaise, 2021) (e.g., with realistic suggested changes) or feasible
(Poyiadzi et al., 2020) counterfactual examples (e.g., with actionable features when
the users are looking to optimize the prediction), adding causal reasoning (Karimi
et al.,, 2022), or users’ preferences (Lash et al., 2017; Jeyasothy et al., 2022) (e.g., when
expert users want to test their hypotheses).

Finally, recent works on counterfactual explanations propose approaches to gen-
erate plural counterfactual examples, and argue that having several examples can
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Query instance (original outcome : @)

age workclass education marital_status occupation race gender hours_per_week income

0 220 Private HS-grad Single Service White Female 45.0 0.01904

Diverse Counterfactual set (new outcome : 1)

age workclass education marital_status occupation race gender hours_per_week income
0 700 - Masters - White-Collar - - 51.0 0.534
1 - Self-Employed  Doctorate Married - - - - 0.861
2 470 - - Married - - - - 0.589
3 36.0 - Prof-school Married - - - 62.0 0.937

Figure 2.5: DiCE (Diverse Counterfactual Examples) with 4 counterfactual examples (bottom)
with sets of changes on diverse features for the model to predict "High Income" class instead
of "Low Income" one for the instance query (top) (figure reproduced from Mothilal et al.
(2020)).

help users to better interpret them (Ekstrand et al., 2014; Kunaver and Porl, 2017;
Mothilal et al., 2020; Laugel et al., 2023). Indeed, a single counterfactual could be
misleading as it could suggest changes that are not feasible or plausible for example
(Dandl et al., 2020). Similarly to the methods described previously, these methods
propose different approaches to generate a set of multiple counterfactual instances.
For example, Mahajan et al. (2019) propose to integrate all the constraints defined
above, so as to avoid requiring to choose between them. Other approaches empha-
size the importance of generating a set of diverse counterfactual examples: diversity
in terms of optimized metrics (Dandl et al., 2020) and diversity in the feature space
(e.g., DICE by Mothilal et al. (2020) as illustrated in Figure 2.5).

2.2.4 | Towards Human-Centered eXplainable Al

The research community in Human-Centered XAI has recently emerged and consid-
ers more fundamental questions regarding ML explanations. In particular, the place
of the user is considered to be central for the design of XAI approaches (Liao and
Varshney, 2021; Chromik and Butz, 2021; Ehsan et al., 2022; Szymanski et al., 2022b).
The different types of explanations generated by XAI approaches we presented in
the previous Section 2.2.3 are not necessarily equally understood by the end-users,
especially when they may lack literacy in AL. Making these explanations intelligible
and useful for these users remains a challenging task (Dodge et al., 2019; Feng and
Boyd-Graber, 2019; Schaffer et al., 2019). There is thus a call for more interdisciplinary
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Figure 2.6: Human-Centered explainable Al: explaining the Machine Learning System (left)
to the explainees (right).

works, in particular from social sciences and human-computer interaction fields, so as
to have a user-centric approach when designing XAl approaches (Liao and Varshney,
2021; Ehsan et al., 2022). We present the current research direction to make intelligi-
ble explanations for the end-users in Section 2.2.4.1. We then discuss the notion of

"explainees” as the users who receive the explanations in Section 2.2.4.2.

2.2.4.1 | Human factor in explainability

ML explanations should answer questions the users may have on such ML system.
Thus, the human component is an inherently important factor for the quality of such
explanations: knowing and understanding the users” needs is crucial to extract the
relevant information from the model, and present it in an intelligible and useful man-
ner for them.

We identify two parts in the explanation process which allows to refocus the user
in this context :

m The ML system represents the set composed of the predictive model and the
explainer (i.e., an XAl approach). Thus, the ML system is the provider of both
the predicted outcome and the explanations.

m The explainees represent the users who interact with this system (i.e., the out-
puts of both the predictive model and the explainer). Thus, when provided to
the end-users, the explanation should allow them to understand the prediction
and/or the ML model. In this work, the users we consider are humans with
various needs, expertise and prior knowledge, discussed below.

We illustrate this explanation process in Figure 2.6. We add the "user" component
next to the ML system we consider in this thesis (see Figure 2.2). Although users are
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placed at the end of this process, the ML system should be designed to answer their
needs.

2.2.4.2 | The explainees

When interacting with a ML system, the explainees refer to the users that receive the
explanations for such system. There can be an important diversity of motivations
among these users in the real world (Chromik et al., 2021).

A classical approach consists in classifying the users depending on their expertise
level/domain, with distinct needs and goals regarding the provided explanations
(Mohseni et al., 2018; Bhatt et al., 2020):

m AI practitioner (e.g., ML engineers, data scientists, researchers): they are the
designers of the ML system, and they are at least knowledgeable about ML.
They can use explanations to understand how the trained model works. For
example, data scientists can use the explanations to detect potential unwanted
biases or to debug what the model has learned.

® Domain agent (e.g., regulators, domain experts): they are users of the ML sys-
tems and refer to the various stakeholders that at least knowledgeable about
the involved ML application domain. They aim at understanding the model’s
behavior and the predictions, so that they can make an informed decision. For
example, a fraud agent can use explanations to understand patterns of fraud in

submitted claims to better detect fraudulent claims (Collaris et al., 2018).

m Non-expert user: They are also users of the ML system, but have little to no
knowledge about ML nor the application domain. It has been established (Liao
et al.,, 2020) that such users are in general more interested in understanding
the rationale behind a specific prediction, rather than the overall rationale of a
model. For example, an insurance customer whose loan application got rejected
would be using explanations to understand the reasons for this reject or what

to change in order to have it accepted.

As these users can have various motivations, it is important to understand also
the range of underlying questions they may be asking when requesting for an expla-
nation, as presented in Section 2.1. Liao et al. (2020) propose an XAI question bank
based on a rich user study, that should help Al practitioners addressing the needs of
their users. This bank is made of the 50 most common questions that various types of
users (e.g., data scientists, customers, agents) have when interacting with an Al There
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are different categories of questions and we list some of them here: these questions
can be oriented towards the design and performance of the ML system (e.g., "What
kind of output does the system give" or "How accurate/precise/reliable are the pre-
dictions"?); on the model itself (e.g., "How does the system make predictions?"); on
the predicted outcome (e.g., "Why/how is the instance given this prediction"); on
contrastive outcomes (e.g., "What would the system predict if this instance changes
to...?). Moreover, the answers could be different for the same question, depending on
who is asking (Arya et al., 2019). For example, users can be differentiated depending
on their prior knowledge (e.g., a doctor has expert knowledge that a patient does not
have) and intention (e.g., data scientists need to monitor a model; a prospective client
needs to optimize the output). Thus, the presentation of ML explanations should be
adapted to the end-users and their needs, so that they are useful and help to make an
informed decision.

In this thesis, we believe that providing the non-expert users with intelligible ex-
planations is an important challenge, as they are the ones who might struggle the

most to interpret them.

2.3 | From XAl to XUls

In human-centered XAI, some contributions in HCI investigate how to design inter-
faces for different types of explanations in order to answer the needs of various users.
These interfaces called eXplanation User Interfaces (XUlIs) are defined as the sum of
outputs of an XAl system that the user can directly interact with (Chromik and Butz,
2021), as illustrated in Figure 2.7. The XUI (depicted with blue box) is a part of the
ML system, and act as the interactive (depicted with the blue double arrow) interface
between the latter and the users. Several XUIs have recently been proposed for ex-
plaining to a user a specific prediction of a ML model: some interfaces display the
information provided by a given explainer (e.g., the SHAP method by Lundberg and
Lee (2017) is displaying local feature importance as explanations into plots); other
interfaces allow to display interactive explanations of various types (e.g., ViCE tools
by Gomez et al. (2020) for visual counterfactual explanations) and in various formats
(e.g., explanation vocal interface proposed by Sokol and Flach (2018)). We present
in turn below different directions for designing such XUIs: depending on the users’
expertise level in Section 2.3.1 and the type of explanations interfaced in Section 2.3.2.
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Figure 2.7: Explanation User Interface (XUI) in the explanation process

2.3.1 | XUls for various expertise levels

As presented in Section 2.2.4.2, there are three main types of users that are usually
considered regarding explanations: Al practitioners, domain expert and non-expert
users (Mohseni et al., 2018).

The majority of current XUIs address the needs of Al practioners to better under-
stand ML models. Many of them propose interactive visualization enhancements.
For example, AutoAIViz (Weidele et al., 2020) is an experimental system for data
scientists, that aims to visualize AutoAI’s model generation process. Weidele et al.
(2020) demonstrate that this interface helps users to complete the data science tasks,
and increases their understanding in the AutoAl system. Another example is the
What-if Tool proposed by Wexler et al. (2020). It allows Al practitioners to probe,
visualize and analyze ML systems, with minimal coding. The What-If Tool lets prac-
titioners test performance in hypothetical situations, analyze the importance of dif-
ferent data features and visualize the model behavior across multiple models and
subsets of input data. It also lets practitioners measure systems according to multi-
ple ML fairness metrics. iForest (Zhao et al., 2018) is a visual analytic system aiming
at interpreting random forest models and predictions. It provides the Al practition-
ers with a summary of the decision paths of a random forest model, which reflects
the working mechanism of the model and reduces the users’ mental burden of inter-
pretation. ViCE (Gomez et al., 2020) is another interactive visual analytics tool that
generates counterfactual explanations to contextualize and evaluate model decisions.

Other XUlIs are dedicated to users with advanced knowledge in the application
domain. For instance in the medical domain, Wang et al. (2019) co-design with doc-
tors an Al-driven medical diagnosis XUI with multiple explanations: feature value
for time series, class attribution of predicted disease risk, feature attribution by vitals,
and counterfactual rules indicating key rules for each prediction. Another example
is RuleMatrix (Ming et al., 2018), an interactive visualization XUI to help domain ex-
perts with little expertise in machine learning to understand, explore and validate
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Figure 2.8: RuleMatrix (Ming et al., 2018): explanatory visual interface for non-Al expert users
to understand the behavior of a trained neural network. (A) Control panel: users can specify
the detail information to visualize (e.g., level of detail, rule filters); (B) Matrix: rule-based
explanatory representation (row = rule; column = feature); (C) Data filter: users can filter or
customize the input; (D) Data Table: users can filter the dataset.

classification models using rule-based explanation (see Figure 2.8).

Finally, few XUlIs are designed for the needs of non-expert users. Their lack of
knowledge in both ML and the applied domain may make it difficult to interpret
explanations generated with current XAI approaches. In recent contributions, it has
been demonstrated that various XAI design principles can improve the quality of
these explanations for the non-expert users (Cai et al., 2019; Cheng et al., 2019; Yang
et al., 2020; Ooge et al., 2023). For exemple, Cheng et al. (2019) explore interactive
principles on XUlIs (see Figure 2.9) and demonstrate that allowing users to modify
the input values can improve their understanding of the ML system. Similarly, Ooge
et al. (2023) propose a control mechanism and a visualization of its impact in an XUI
for an e-learning recommendation system, which has been found useful and usable

by adolescents.

2.3.2 | XUls for different types of explanations

As presented in Section 2.2.3, there are several types of explanations associated with
various types of interfaces, and we discuss in particular two of these below: XUlIs
with feature importance explanations first, and with counterfactual explanations then.
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Figure 2.9: Interactive prototype proposed by Cheng et al. (2019) to communicate students
how the university admission decision-making of the algorithm works. Top: Applicant pro-
file with interactive sliders to modify the values of attributes. Bottom: colored bars to indicate
the contribution of each feature and how they add up to reach the final decision.

Feature importance Among other, commonly used XAl approaches are SHAP (Lund-
berg and Lee, 2017) and LIME (Ribeiro et al., 2016), as discussed in Section 2.2.3. Var-
ious XUIs have been proposed to improve the intelligibility and usefulness of such
explanations. For example, in a dashboard for fraud detection (see Figure 2.10 by
Collaris et al. (2018)), feature importance explanations are enhanced by adding other
information (such as data distribution and other model explanations) needed in this
context to enable fraud detection experts to effectively identify more potential fraud
cases. Cheng et al. (2019) explore interactive principles on XUlIs with feature impor-
tance explanations (see Figure 2.9). They demonstrate that allowing users to play
with the input values while displaying feature importance weights can improve their
understanding of the ML system.

This type of explanations is argued to be relevant for non-expert users. Szymanski
et al. (2022a) compare six different versions of a conversational XUI for a pain-related
health recommendation system: two different forms of text-based explanations, tags,
word cloud, and two forms of feature importance explanations. The results of the
qualitative user study demonstrate that the non-expert users ranked higher both ver-

sions of the XUI with feature importance explanations.
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Figure 2.10: Feature dashboard (Collaris et al., 2018) for fraud agents. (A) bar chart for feature
contribution to the target class. (B) partial dependence plots, showing the impact of changing
the feature value (indicated with a vertical line) on the final prediction. (C) training data
distribution as compared to current value (indicated with a vertical line).

Counterfactual explanations Very few XUIs propose to implement such explana-
tions. For image data, it has been shown that having both normative explanations
(i.e., examples that are similar from the prediction) and comparative explanations
(i.e., examples that are different from the prediction) leads to better understanding of
the underlying ML models (Cai et al., 2019). Similar works demonstrate that example-
based explanations in general have a positive effect on users’ trust in ML, regardless
of their familiarity with it (Yang et al., 2020). In the case of structured data, using
counterfactual examples as explanations has been explored in the ViCE tool (Gomez
et al., 2020) but this proposition has not been evaluated experimentally.

Several forms of XUI have been proposed to present counterfactual explanations:

m Textual interface: for example in a user study conducted by Wang and Yin
(2021), it is shown that textual counterfactual explanation increases users’ ob-

jective understanding and satisfaction.

m Visual interface: for model validation, visual counterfactual explanations (ViCE)
by Gomez et al. (2020) and aggregated visual counterfactual explanations (Ad-
ViCE) by Gomez et al. (2021); for the understanding of ML model’s performance
across a wide range of inputs, the What-if tool by Wexler et al. (2020).

m Vocal interface: for example, Glass-Box Sokol and Flach (2018) is a voice-enabled
device that provides class-contrastive counterfactual explanations when ques-

tioned by users for the understanding of automated decisions.
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Figure 2.11: ViCE (Gomez et al., 2020): interactive and visual analytics tool that generates
counterfactual explanations for Home Equity Loans predictions. Top: predicted class prob-
ability and control panel for the display of the features; Bottom: visual counterfactual ex-
planations with numerical features, data distribution per feature, instance value, suggested
changes for different classes in orange arrow and locker buttons to allow users to prevent
changes on specific features.

2.4 | Evaluation in XAl

Most XAI approaches are proposed from a computational point of view, but lack
empirical research in understanding users’ needs of ML explanations in their usage.
For example, the survey conducted by Keane et al. (2021) states that only 21% of
counterfactual approaches have been user tested and evaluating them through user
studies remains an important challenge to tackle (Verma et al., 2022; Shang et al.,
2022). These concerns are also amplified by the challenge of defining the criteria that
can be used to to measure the quality of an explanation (see Nauta et al. (2022); Rong
et al. (2022b) for recent surveys on the variety of evaluation methods and criteria used
in XAI). Despite the recent surge for contributions in XUlIs as presented in Section 2.3,
there is a lack of guidance over the method to apply and the measures to use when
evaluating such explanations (Nunes and Jannach, 2017; Adadi and Berrada, 2018;
Guidotti et al., 2018; Chromik and Schuessler, 2020).

We discuss first common methods to evaluate XAI approaches in Section 2.4.1.
We then discuss the challenge of measuring the quality of an explanation in XAI and
some current metrics that have been proposed in Section 2.4.2.
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2.4.1 | Common methods to evaluate XAl approaches

To evaluate XAl approaches, several methods can be used depending on whether hu-
man subjects are involved or not. Most XAI approaches have not been user tested,
meaning that the quality of an explanation is measured using computational proxy
measures (Nauta et al., 2022). Other methods favor human involvement when eval-
uating such quality, in particular for XUIs. To conduct these kinds of evaluation, it is
necessary that the participants recruited correspond to those who will use the inter-
face, in a situation that is close to the real one. We discuss in turn below these different
evaluation methods in Section 2.4.1.1, the participants’ recruitement in Section 2.4.1.2

and the study design used for such evaluations in Section 2.4.1.3.

2.4.1.1 | Evaluation methods

A first distinction can be made between two types of evaluation methods (Doshi-
Velez and Kim, 2017; Nauta et al., 2022): the functionally-grounded ones that do not
involve human subjects, and the human subject ones that do involve them and that
can be further decomposed into application-grounded and human-grounded evalu-
ations. We describe these two strategies below:

Functionally-grounded evaluation is a strategy that does not need human ex-
periments, but instead uses computational proxy measures (e.g., for explainability,
model input can be perturbed in order to validate feature importance explanations
(Nauta et al., 2022)). Some researchers argue that the functionally-grounded evalu-
ation is time and cost saving (Markus et al., 2021), can be more easily scaled (Wang
and Vasconcelos, 2020), and is more adapted for unethical or immature studies that
would imply too much risks if there were users in the evaluation (Semuels et al., 2018;
Hara et al., 2018). However, the difficult comparability between different automatic
evaluation measures is a common problem (Tomsett et al., 2020; Rong et al., 2022a),
and there is no guarantee that they truly reflect humans’ preferences (Nguyen, 2018;
Hase and Bansal, 2020).

Human subject evaluation defends the need to involve human subjects in the
evaluation, in two ways: application-grounded evaluations involve domain experts
within a real application (e.g., to verify if the model is aligned with human expert
knowledge); human-grounded evaluations involve lay users on specific tasks to eval-
uate the quality of the explanation in general (Doshi-Velez and Kim, 2017). User
studies in XAI can be crucial for the evaluation of the quality of ML explanations,
especially when moving towards real-world products. We discuss current metrics for

such evaluations in Section 2.4.2.
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In this thesis, we adopt a user-centric approach in XAl and thus focus on human-
grounded evaluation methods and metrics.

2.4.1.2 | Participant recruitment

In human subject evaluations, the recruiting method and number of participants are
important criteria, and depend on the tasks that the latter have to complete. For ex-
ample for application-grounded evaluation, domain expert participants are recruited
from the field of study (e.g., doctors for a medical field), and it is considered to
be more difficult because these users do not have much time and their compensa-
tions can be quite expensive for large scale studies (Rong et al., 2022b). For human-
grounded evaluation, recruiting can be more flexible depending on the study design:

m The experiments can be run through a crowd-sourcing platform (e.g., MTurk ')
where participants are directly recruited. Many experiments are performed on
such platforms as they allow to recruit a large number of participants with min-
imum costs. Yet, the low financial compensations can affect the quality of the
results of the experiment, as it may not motivate enough participants to com-
plete tasks diligently or provide valuable feedbacks.

m The experiments can also be performed in an online setting (e.g., for question-
naires, using platform like Useberry or Qualtricx; for interviews, using Zoom
or Teams and digital white board like Miro or Mural). It allows recruiting par-
ticipants from professional and personal networks, with various demographics
and geographies.

m Experiments can be performed in a lab setting: participants are recruited from
the lab or academic networks. Although the financial contributions may be
higher than for other experimental setups, it allows to monitor the study and to
let participants asks questions when needed. It has been shown that the pres-
ence of a moderator increases participants” focus (Chromik et al., 2021). Studies
in lab settings require more time to spend with participants, thus their number

might be lower than with an online setting

In this thesis, we favor experiments performed in a lab settings to maximize the

quality of the collected results.

1 Amazon Mechanical Turk platform https://www.mturk.com/
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2.4.1.3 | Study design

Another important dimension of human subject evaluation is the study design, which
refers to two components: the approach used to evaluate an explanation (from an
XAI approach with or without an XUI) and the experiment setup (i.e., what is evalu-
ated/compared and how is it evaluated /compared).

First, there are three types of study approaches for the evaluation of an explana-
tion in a study design, that depend on the data collected: qualitative evaluation (e.g.,
thematic analysis on results such as response to open-response questions), quantita-
tive evaluation (e.g., statistics on scores in A/B testing setup) or a mixed approach,
combining both quantitative and qualitative ones (Chromik and Schuessler, 2020;
Vilone and Longo, 2021). Quantitative evaluations are particularly valuable when
there is a large number of participants. Qualitative evaluations require more time
for the analysis and are more suitable when the number of participants is relatively
low. Recently, it has been demonstrated that performing both quantitative and qual-
itative analyses in XAI evaluation helps assessing user perceptions of the quality of
the explanations (Meske and Bunde, 2022).

Another dimension of the study design is related to the experiment setup. Nunes
and Jannach (2017) distinguish between four types of experimental combinations:
single group (i.e., no alternative group), with and without explanations (i.e., no ex-
planation is the alternative group), alternative explanations (i.e., varying information
provided in explanations between groups with other aspects of user interface fixed)
and alternative explanation interface (i.e., varying user interfaces between groups).
The choice of the research question define the experimental condition and study
approach. Moreover, there is a distinction between two experimental assignments
(Chromik and Schuessler, 2020): between-subjects studies evaluate the difference be-
tween groups of participants; within-subjects studies evaluate differences within in-

dividual participants who are assigned to multiple treatments.

2.4.2 | The challenge of measuring the quality of an explanation

Although evaluation methods seem to be converging towards increasing user in-
volvements, there is still much debate about the tasks for such evaluations and the
measures used to assess the quality of the explanations (see Chromik and Schuessler
(2020); Rong et al. (2022b) for recent surveys). We discuss these challenges regarding
the evaluation task in Section 2.4.2.1 and the measures in Section 2.4.2.2.
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2.4.2.1 | Overview of the current tasks for human subject evaluations

In the literature, there are discussions about additional elements involved in the de-
velopment of study design for human subject evaluations. For example, Chromik and
Schuessler (2020) propose a taxonomy of XAl evaluation involving humans, describ-
ing relevant dimensions of human subject evaluations in the context of an interaction
with “black-box” models. In particular, there are three additional dimensions to con-
sider and we discuss them in turn below: the level of task abstraction, the type of
human involvement and the level of user tasks.

First, two levels of task abstraction can be distinguished (Chromik and Schuessler,
2020), which reflect the two types of human subject evaluation methods described in
Section 2.4.1.1. For application-grounded evaluations, the task to complete usually
requires a high level of participant expertise in real application (e.g., an Al-based di-
agnosis tool for doctors (Wang et al., 2019)). The XAI method can be evaluated by the
intended users with respect to a particular task. In such evaluation methods, domain
experts experiment with either the exact application task, or with a simpler/partial
one, verify that the system succeeds in delivering the intended explanation. Another
level refers to simpler task in human-grounded evaluations (e.g., to compare which
type of explanations is better understood by users in a given context). These evalu-
ations can be completed by non-expert users, and they are in general less restrictive
and expensive than when having to recruit domain experts. The nature of the ML
application to evaluate defines the level of task abstraction, helping to target the right
users for the study.

Another distinction is made between two types of human involvement (Mohseni
etal., 2018). First, participants can provide feedbacks on an actual explanation. These
feedbacks are used to determine its quality. In another setup with no explanation pro-
vided to the participants, the latter can generate examples of reasonable explanations
based on what they observe. In this feed-forward settings, these examples can be
used as a benchmark for algorithmic prediction. The goal of the evaluation (whether
it is for building the right explanations or evaluating if the explanations is right) is
thus important to consider in order to define the right type of human involvement.

Finally, multiple user tasks have been proposed for XAl evaluation and different
levels to elicit the quality of explanations based on the two taxonomies proposed by
Chromik and Schuessler (2020) and Rong et al. (2022b):

m Verification task: participants rate their satisfaction with the explanations.

m Force choice task: participants choose from multiple competing explanations.
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m Forward simulation task: participants are evaluated on their ability to predict
the system’s output based on the given explanations.

® Manipulation or counterfactual simulation task: participants predict what input

changes are necessary to obtain an alternative output.

m Marginal effect queries: participants are evaluated on their ability to predict
how changes in a given input feature will affect the prediction.

m Feature importance queries: participant are evaluated on their understanding

of features weight on a given outcome.

m "Clever Hans" detection or failure prediction task: participants are evaluated on
their ability to perceive where the model fails and debug these flaws.

m System usage task: participants are asked to use the system and its explanations

for its primary purpose.

® Annotation task: participants provide a suitable explanation based on a given

input and output.

2.4.2.2 | Overview of current objective and subjective metrics

When measuring the quality of an explanation, many metrics have been used in re-
cent user studies (see Hoffman et al. (2018); Rong et al. (2022b) for recent surveys on
XAl evaluation), depending on the explanation goal and method used to evaluate the
explanations.

There are subjective metrics that rely on human judgment (e.g., the perceived un-
derstanding of an explanation (Cheng et al., 2019)). In quantitative analysis, these
metrics are measured using a Likert scale, a widely used approach in research to
scaling responses in a survey or questionnaire (e.g., satisfaction scale by Hoffman
et al. (2018); questionnaire for usefulness of counterfactual explanations for recom-
mendations by Shang et al. (2022)). The most common choices include between 4 and
7-point Likert scales. Simms et al. (2019) demonstrate that even numbers, i.e., 4-point
and 6-point, are a reasonable format for psychological studies when there is a need to
avoid having neutral scores. In qualitative evaluation, these metrics can be measured
by performing thematic analysis on answers to open-response questions, interviews,
observations (Clarke et al., 2015).

Because the metrics are subjective, they often report great variability in answers

or observations.
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Also, there are objective metrics that are impartial and quantifiable. They are thus
independent of personal judgments and rely on factual data (e.g., score or time spent
for task completion in quantitative study (Yang et al., 2020)).

We define below multiple metrics that have been used in recent user studies:

m Trust refers to the extent to which users know when to trust or distrust the
model’s recommendations (Zhang et al., 2020) and this notion is key for decision-
making (Mohseni et al., 2018; Hoffman et al., 2018; Rong et al., 2022b). It can
be measured through a self-reported answer (Ooge et al., 2023; Cheng et al,,
2019), satisfaction questionnaire (e.g., trustworthiness is one of the eight di-
mensions of satisfaction measured by the Explanation Satisfaction Scale pro-
posed by Hoffman et al. (2018) and detailed later), or it can be observed (e.g., in
semi-structured interviews). When comparing both self-reported and observed
trust, it allows to measure the extent to which a user might have over or under
trusted the ML system (van der Waa et al., 2021), and the persuasive power of
the explanations.

® Understanding: Quantifying users” understanding remains challenging in XAI
(Lipton, 2016) even though it is an important goal of XAl approaches. The in-
telligibility of the explanations can be measured as objective and/or subjective
understanding. For the measurement of the objective understanding, a proxy
task is generally used to measure if the model’s behaviour or prediction is reli-
ably understood by the users. We present such tasks in Section 2.4.1. The sub-
jective understanding is generally measured post-task through questionnaires
with direct questions (with Likert scale) or open-response questions.

m User Experience refers to the notion of usefulness and satisfaction (Mohseni
et al., 2018; Hoffman et al., 2018). Various metrics are used to measure user
experience, such as helpfulness, workload, satisfaction, ease of use or perfor-
mance in debugging. One generic approach have been proposed by Hoffman
et al. (2018) where participants self-report their overall satisfaction with the ex-
planations. It is composed of a questionnaire called the Explanation Satisfac-
tion Scale: it gives the participant satisfaction statements in the form of "The
explanations provided by the interface are...”, followed by one of the eight satisfac-
tion dimensions, respectively "understandable", "satisfying", "sufficiently detailed",
"complete", "intuitive", "useful, "accurate", "trustworthy". The participant provides
a score on a Likert-scale for each statement. Another questionnaire has been
proposed by Shang et al. (2022) to collect the users’ needs for counterfactual ex-
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planations in recommendations systems. It is composed of a set of 8 questions
to be answered with self-reported scores using a Likert-scale on the following
variables: decision utility, experience utility (negative and positive), user action,
understand what, understand why, explanation need.

®m Human-Al performance: applies to the specific case where a human is teaming
with an Al agent to achieve a particular task. The goal of this collaboration is to
improve the performance on the tasks when the Al is supporting the decision-
making process (Mohseni et al., 2018). To measure this performance, various
metrics can be used: the score of correctly predicted instances when the consid-
ered tasks is classification, the time spent to complete the task or the perceived

performance.

® Mental models refer to the psychometric evaluation of the users’ ability to build
an accurate mental model of the XAI process (Hoffman et al., 2018). Kenny
et al. (2021) argue that there are three sub-models to evaluate: the model of the
domain, the Al and the explanations.

A consensus has recently been reached, according to which two distinct compo-
nents need to be taken into account, evaluating both objective understanding and
subjective satisfaction (Cheng et al., 2019; Wang and Yin, 2021; Chromik et al., 2021).
For example to measure users” understanding, comparing objective and subjective
measures can provide valuable insights on the actual understanding of the users (e.g.,
if they overtrust or undertrust the explanations). In addition, this comparison can be
used to measure if users overrate the depth of their understanding (Chromik et al.,
2021). Also, it has been demonstrated that performing both quantitative and qualita-
tive analyses help assess users perceptions of the quality of the explanations (Meske
and Bunde, 2022).

2.5 | Review

After reviewing different research directions, this chapter introduced a current active
one towards human-centered explainable AIl: XAl approaches are progressively more
general, integrating users’ needs in terms of explanations; moreover, the explanation
generated by a given method constitutes the basic design material for the design of
explanation user interface. Such interfaces are used to evaluate the quality of the

explanations in user studies.
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The work presented in this thesis falls under this human-centered direction. The
context considered is the interaction between an ML system and non-expert users, as
presented in Section 2.2.4: this ML system is composed of a black-box ML model such
as a classifier or regressor, and an explainer that allows to generate local explanations
such as feature importance or counterfactual examples. However, these generated
explanations remain technical and are not sufficient to provide intelligible informa-
tion for users who lack knowledge both in machine learning and in the application

domain. This thesis proposes to tackle these challenges as follow:

m Due to their lack of knowledge in Machine Learning as well as in the appli-
cation domain, non-expert users may find the local explanations generated by
current XAl approaches too complex to interpret and incomplete. In Chapter 3,
we propose generic XAl principles for contextualizing and allowing exploration
on local feature importance explanations for non-expert users. We also propose
an implementation of the principles into an XUI for an insurance scenario. We
investigate the effectiveness of these two enhancements on the intelligibility
of these explanations. We tackle the challenge of evaluating the quality of ex-
planations and design a quantitative study to evaluate two dimensions of the

intelligibility, namely objective understanding and satisfaction.

m For counterfactual approaches, as presented in Section 2.2.3, it is argued that
having plural examples improves the quality of the explanations. Yet, this type
of explanations may also be too complex for non-expert users, and they may
lead to confusion due to the quantity of information. In Chapter 4, we investi-
gate the effectiveness of having plural examples, as compared to a single one,
on the intelligibility of counterfactual explanations. We study the effectiveness
of comparative analysis functionalities to mitigate potential confusion of the
users when having a large set of examples. Finally, we expand the study design
proposed in Chapter 3 and conduct in addition a qualitative study.

m The overall intelligibility of ML explanations is further studied in Chapter 5.
While analyzing the research directions and contributions presented in Sec-
tion 2.2, various inconsistencies are identified at several levels. We propose
an ontology to structure common inconsistencies in ML explanation that, at its
first level, can be distinguished between limitations from the ML system itself

and limitations in the ability for the end-users to interpret the explanations.
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XUI for local feature importance
explanations

In this chapter, we develop an experimental procedure for designing and evaluating
an XUI with intelligible explanations in the form of feature importance for non-expert
users. As discussed in Section 2.5, we consider the case of a ML system composed of
a regression or classification model, paired with an XAI approach that generates lo-
cal explanations. These approaches can be too complex to understand for users who
lack literacy in Al Interpreting the explanations in the context of the applied domain
of ML can be difficult as well for users who also lack literacy in such a domain. Fi-
nally, these explanations do not allow to interact with them, which can increase the

complexity for the users to build a mental model of the ML system.

There are three contributions for this work: we propose to enhance local feature
importance explanations with contextualization and exploration design principles;
we also propose an implementation of these principles into an XUI for an insurance
scenario; finally, we use this enhanced XUI to conduct a user study with 80 partici-
pants. The results show the relevance of the proposed principles on both objective
understanding and satisfaction.

This chapter is structured as follows: after reviewing the motivations in Sec-
tion 3.1, we discuss the two considered enhancements for contextualization and ex-
ploration of ML explanations in Section 3.2. In Sections 3.3 and 3.4, we successively
present the two design principles we propose for these enhancements. We propose
an implementation of these principles into an XUI for an insurance pricing service in
Section 3.5. In Section 3.6, we discuss the protocol we propose for evaluating these

explanations user study and the results. We conclude in Section 3.8.

The work presented in this chapter has led to two papers:
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m Clara Bove, Jonathan Aigrain, Marie-Jeanne Lesot, Charles Tijus, and Marcin
Detyniecki. Contextualization and exploration of local feature importance ex-
planations to improve understanding and satisfaction of non-expert users. In
Proc. of the 27th Int. Conf. on Intelligent User Interfaces, IUI 22, 2022.

m Clara Bove, Jonathan Aigrain, Marie-Jeanne Lesot, Charles Tijus, and Marcin
Detyniecki. Contextualising local explanations for non-expert users: an XAI
pricing interface for insurance. In IUI Workshop on Transparent Explanations in
Smart Systems (TExSS). CEUR, 2021

3.1 | Motivations

Current XAI approaches, as presented in the previous chapter, allow to extract vari-
ous types of local explanations for users to gain insights or evidence on why a pre-
diction has been made for one instance. Yet, we argue that there are some limitations
for the intelligibility of such explanations, especially for users lacking knowledge in
both Al and the applied domain. We discuss in turn below two limitations: the lack

of contextual information and the lack of guidance for exploratory methods.

3.1.1 | Need for contextual information

As discussed in Section 2.1, various definitions of explanations imply that the latter
have a contextual nature. Depending on the users asking for an explanation and their
underlying questions, the answers (i.e., the explanations) should vary. We discuss
here contextual information that allow to align the explanations with the explainees
(i.e., users’” levels of expertise and needs). In XAl it has been argued that providing
the users with such context on the prediction and with basic domain knowledge can
be useful for them to better interpret ML explanations (Holzinger et al., 2018; Lecue,
2020). For instance, Bellotti and Edwards (2001) argue that automated systems need
to share sufficient information about the context (what the system does and how it
does it), so users are able to understand the behavior of such systems.

However, for now there is no consensus on what it means in practice to pro-
vide contextual information for ML explanations. In the literature, most approaches
propose to contextualize the explanations with information on the ML system or
dataset (Sarker et al., 2020; Selvaraju et al., 2018; Gomez et al., 2020; Wang et al.,
2019). In the first case for example, Knowledge Graphs (KG) can add domain knowl-

edge on top of ML explanations, by encoding better data representations (Selvaraju
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et al., 2018), structuring a prediction model in a more interpretable way (Sarker et al.,
2020) or adapting semantic similarity for local explanations (Lecue, 2020). On the
other hand, context can also be extracted from the dataset. For a medical diagno-
sis tool, Wang et al. (2019) demonstrate the usefulness of examples from the training
set, so that doctors can verify their hypotheses regarding the prediction. Finally, con-
text can be provided through a visual representation of the dataset. For example ViCE
(Gomez et al., 2020) offers an XUI to represent visually each feature showing where its
values lie within the density distribution of the training set. However, this approach
has not been evaluated with end-users, which makes it difficult to assess whether
contextualizing the explanation is useful to the users.

These current approaches to contextualize ML explanations have mainly been de-
signed for Al-experts and domain experts (DeVito et al., 2018). Martin et al. (2019)
argue that novice and non-Al knowledgeable domain experts are more likely to re-
quire local explanations contextualized by specific input-output examples. It remains
important to compensate their literacy gap (Burrell, 2016), in particular for their do-
main knowledge.

3.1.2 | Need for guidance for exploratory methods

When interacting with an interface, users have to navigate through its space to be able
to access relevant information. While exploring this space, users are able to develop
a mental model of the interface and its basic operations (Chromik et al., 2021). As
presented in Section 2.3, exploratory methods have been studied in various XAI ap-
proaches to improve the quality of ML explanation. Exploration is considered as an
important feature to include in explainable interfaces by the XAI community. Allow-
ing the exploration of the explanations can help non-expert users build better mental
models (Krause et al., 2016; Chromik et al., 2021). In an XUI, the term "exploration"
can refer to two types of design enhancements, detailed in turn below: allowing users
(i) to interact directly with the ML model and (ii) to navigate between several kinds
of explanations.

m Interacting with the ML model: several works in the literature allow users to
easily change the input values of the ML model to observe the impact on the
prediction and on the explanations. Krause et al. (2016) describe in a case study
how interactive dependence plots can help data scientists assess the relevance

of ML models. Hohman et al. (2019) propose another interactive visual ana-
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lytic system designed for data scientists to help them understand generalized
additive models (GAMs).

m Combining different explanations: another aspect of exploration resides in al-
lowing users to navigate between different kinds of explanations. For instance,
Collaris et al. (2018) propose an interface where users are able to navigate be-
tween a feature dashboard (with feature importance, partial dependence plots
and distribution in training dataset) and rule dashboard (representation of lo-
cally extracted decision rules). The results of a user study conducted with fraud
agents show the usefulness of such a combination of explanations for users’ sat-
isfaction. Wang et al. (2019) report that medical doctors request to have access
to both feature importance and counterfactual instances to better interpret the
prediction of a diagnosis tool. Gomez et al. (2020) also combine local feature im-
portance explanations with counterfactual examples. The Gamut tool (Hohman
et al., 2019) combines local feature importance explanations with data density

estimations.

Again, the current exploratory approaches have mainly been designed for Al-
experts and domain experts, and very few have been evaluated with non-expert

users.

3.2 | Overview of the propositions for enhancing
local explanations

We aim at studying local explanations for non-expert users, considering such en-
hancements, namely contextualization and exploration. More precisely, we examine
how effective the enhancements we propose are, individually and combined, to im-
prove the explanation quality for users with no expertise, neither in the ML nor in the
involved application domains. We discuss in turn below these enhancements and the
design approach for the implementation of the explanations in an XUI.

3.2.1 | Three levels of contextualization

Contextualizing ML explanations can remove some layers of opacity uncovered by
the current XAI approaches, as discussed in Section 3.1.1. For local feature importance
explanations, we argue that there are three remaining opaque areas for non-expert

users, related to the context:
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® On the ML system: due to their low literacy in ML, the mechanisms and pro-

cesses of the ML system itself can not be understood by such users,

® On the applied domain: non-expert users lack knowledge in the applied do-
main of ML, which can make it hard to interpret provided information.

® On external factors: some piece of information might be missing from the ex-
planations provided, although they are implicitly linked to the process of the
ML system.

Providing such missing contextual information can therefore improve the intelligibil-
ity of the explanations. We study each of these areas individually in order to propose

principles to address the opacity problem, as presented in Section 3.3.

3.2.2 | Two levels of exploration

In this work, we aim at enhancing the explanations provided by a local feature im-
portance approach such as LIME (Ribeiro et al., 2016) or SHAP (Lundberg and Lee,
2017), as illustrated in Figures 2.3 and 2.4. As presented in Section 2.3, several works
have demonstrated the value of exploratory explanations, yet with no clear guidance
on how to design them in an XUI. We argue that there are two levels of exploration

to consider:

m Information display: these explanations are usually displayed without consid-

ering which piece of information might be more useful to the users.

m Alternative scenarios: the information displayed is only valuable for the con-
sidered instance, and does not allow the users to see how it might change the

prediction with different input values.

Thus, principles for designing exploratory explanations should provide the users
with more relevant explanations according to their various needs, and allowing them
to test multiple settings with the ML system so that they can progressively under-
stand how to interpret the explanations.

3.2.3 | A card-based design approach in XUI

We first propose to apply a card-based design for the display of the explanations in

the form of local feature importance. Compared to classic local feature importance
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The year of obtaining the license I
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Figure 3.1: Proposed card-based design for the display of local feature importance expla-
nations. Top part: feature label, feature value, importance score and a visual icon; Bottom:
design enhancements as described in Sections 3.3 and 3.4. The insurance application frame-
work is presented in Section 3.5.

presentation (see Section 2.2.3), this design choice allows us to associate more con-
tent and interactions with the initial explanations we generate from XAI approaches.
Thus, we consider features individually and adapt the length of the card to the amount
of content to display. A shown in Figure 3.1, commented below and detailed in the
next sections, a card contains two parts with different pieces of information related to

the feature.

The top part displays the feature importance explanation: it contains the feature’s
label, its value and its effect on the prediction. We believe it is important for labels
to be user-friendly so we propose to name them with non-technical labels. Also, we
propose to design visually the effects on the prediction so users can identify quickly
what the effect is on the prediction: e.g., for a price prediction, the effect is displayed
in green if it decreases the price, in red if it increases it. Finally, we provide a more

user-friendly visual representation of the feature with an illustrative icon.

The bottom part of the card is dedicated to the two design enhancements we pro-
pose: first, contextualizing the explanation with additional information; and second,
exploratory functionalities to support the users” exploration, discussed in turn in Sec-
tions 3.3 and 3.4.
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3.3 | Proposed XAl principles for contextualization

This section presents the generic XAl principles we propose for contextualizing local
feature importance explanations. As introduced in Section 3.2, we propose to provide
additional contextual information at three levels: about the ML system, about the ML
application domain and about external factors influencing indirectly the prediction.
Their respective description, purpose and level are discussed in turn in the following
sections and summarized in Table 3.1. For each principle, we make explicit the corre-
sponding resources to provide this additional information and to know at which level
the latter should be implemented: at the feature level for the principles that give more
precision to the explanation generated by the explanatory method; at the explanation
level for the principles that are not specific to the instance or to the explanation, and
that can therefore be applied to all the instances. These additional pieces of informa-
tion should make the ML system more transparent about its purpose. We describe

and illustrate the implementation of these principles in Section 3.5.

3.3.1 | ML transparency principle

As non-expert users can find it difficult to get a global view on the ML system that
generates the prediction, we propose a ML transparency principle, that aims at pro-
viding guidance about how users should interpret the explanations they get for a
prediction.

Non-expert users do not know how the model has been trained and which fea-
tures it uses to make a personalized prediction. Moreover, they most likely never in-
teracted before with local feature importance as explanations and do not know how to
interpret them. Thus, it is important to be more transparent about the overall ML sys-
tem (i.e., predictive model F and explainer G as illustrated in Figure 2.7) so users un-
derstand its purpose and basic operations, as argued by Bellotti and Edwards (2001).
One of our particular concern is to introduce the difference between local and global
explanations. Due to their lack of literacy in Al, users may not know the difference
between these two. Thus, they might build an erroneous mental model of the overall
ML system based on local explanations for a single instance, if they are not told that
the displayed effects are only true for this specific prediction.

We propose that this ML transparency applies to the two components of the ML
system, both over model F and explainer G. This piece of information is global and
accessible at the explanation level, meaning users have access prior to interacting with

the explanations, so as to better interpret them. We believe that this information has to
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be provided by a ML expert to introduce this ML system, and translated into simple

information so that it is comprehensible to people without technical knowledge.

3.3.2 | Domain transparency principle

We propose to associate local feature importance explanations with additional global
information related to the considered application domain. The domain transparency
principle provides domain knowledge and aims at helping users understand why a
feature is used by the ML system, and how it might impact the prediction, regardless
of its effect.

Information provided by local feature importance cannot make clear why a fea-
ture has a specific influence on the prediction. Also, non-expert users lack knowl-
edge on the domain of applied ML. Hence, they might not understand why some
non-intuitive features are needed in this context for calculating the prediction. Justi-
fying the feature importance with respect to the applied domain is needed by these
non-expert users to better understand the prediction.

This domain transparency is global, i.e., applicable to all instances, and should be
paired with each local feature importance explanation to improve understanding of
explanations” operations. We believe this information has to be provided by domain

experts.

3.3.3 | External transparency principle

Local feature importance provides explanations about a given prediction model but
external factors can also influence the outcome. We call external information the type
of knowledge which is not domain specific and differs from the information consid-
ered in the previous paragraph.

Indeed, some external events can affect the prediction because of real-life context
(e.g., external events such as the COVID crisis that indirectly influence the prediction
through the dataset) and algorithmic processes (e.g., data that are collected but not
used). For instance, some information a user is requested to give can be excluded
from the ML model by design. This for example applies to personal information like
name, gender, or phone number that can be asked to communicate with users, but not
used by the ML prediction model. Yet, users may believe it is taken into account for
the prediction they get. Thus, it is important to be transparent with users about which
factors impact or not the prediction, even though this information might be external
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T f A -
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explanations

the prediction of different values
per feature.

on the prediction

Table 3.1: Proposed XAI principles to improve understanding of local feature importance ex-
planations for non-expert users. We describe and define the purpose of each principle we
propose for contextualizing and allowing exploration. We also define the level of the ML
explanations where the described principle is more valid: "explanation level" refers to princi-
ples that apply to the overall ML explanations for one prediction; "feature level" refers to the
principles that apply to each feature explanation.

to the model. We propose an external transparency principle that makes more explicit
the impact of such factors.

This additional external information should be displayed at the explanation level
so users have all the elements needed to better interpret the explanations.

3.4 | Proposed XAl principles for exploration

This section presents the generic XAI principles we propose for allowing exploration
on local feature importance explanations. They come into play at two different levels:
offering an interactive display of the explanations at an overall explanation level, and
showing example-based explanations at a feature level. Their respective description,

purpose and level are discussed in turn in the following sections and summarized in
Table 3.1.
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3.4.1 | Interactive display principle

Local feature importance explanations usually display features in decreasing order of
the absolute feature importance values (see Section 2.2.3). Users see the major positive
influence at the top, together with the major negative influence. This is a faithful
representation of the ML model behavior. To have a more user-centered approach,
we propose an interactive display principle to allow users adapt the display of the
feature according to their own needs and goals.

As presented in Sections 2.2.4.2 and 2.3.1, users may want to test different hy-
potheses when interacting with a ML system to help them make an informed decision
regarding the prediction. For non-expert users, they may not know how to explore
and we believe it is important to provide guidance regarding the possible exploratory
paths (e.g., if the users are seeking to optimize the prediction, they could be confused
about which values can possibly be modified).

Thus, this interactive display should be accessible at the top of the explanation
level so users can choose their display preferences to get the explanations in the most

relevant way possible for them.

3.4.2 | Example-based explanation principle

Local feature importance explanations reveal feature effects on a given prediction for
each attribute. Because the explanations are local, the feature effects are specific to
each prediction. We propose to make explicit that the local feature importance expla-
nations are only true for one instance, by showing examples of prediction variations
when changing one feature value.

Similarly to counterfactual explanations (see Section 2.2.3), this example-based
explanations principle should allow to play with the values for each feature and em-
phasize the impacts of these changes on the prediction. Indeed, it is not intuitive for
non-expert users that the score of one attribute is specific to one instance. They may
believe it is the same score for everyone (e.g., for a motor insurance pricing service,
a specific car model would always have the same impact on the premium) or always
the same independently from the value of this attribute (e.g., any car model would
have the same impact on the premium). Thus, it is important for non-expert users
to clarify that the explanations are only valid for their own instance, so they do not
build a wrong mental model of the ML system for future interactions.

The example-based explanations should appear at a feature level as a second layer
of information for users to test their hypothesis on the potential effect of other feature

48



3.5. Implementing XAl principles in a real life application

values on the prediction.

3.5 | Implementing XAl principles in a real life
application

This section presents the application of the XAI principles we propose, as described
in Sections 3.3 and 3.4, into an insurance-related interface, as illustrated in Figures 3.2,
3.3 and 3.4. We describe the usage scenario in Section 3.5.1 and the design process for
implementing these principles in the user interface in Sections 3.5.2 to 3.5.4.

3.5.1 | Usage scenario: motor insurance pricing

We apply the principles we propose in a motor insurance pricing interface. In this sce-
nario, users provide several pieces of information regarding their insurance settings
and background (desired coverage and options for the car, personal bonus/malus,
insurance history), the car to insure (car’s details, its usage and parking) as well as
personal information (name, age and license information for each driver, address).
This information is usually required by insurers to estimate a price according to each
individual risk to have accidents and /or damages.

Based on this information, a ML system predicts a price and provides local expla-
nations, that are used as basis material for the design of the XUIL The aim of the XUl is
that prospective clients using this service to compute a personalized price for a new
motor insurance can understand how their information impact the price they get.

3.5.2 | Implementing contextualization principles

The implementation of the contextualization principles we propose, as presented in
Section 3.3, is illustrated in Figures 3.2 and 3.3. We describe in the following para-
graphs the design of these explanations with the implemented principles.

ML transparency We design an onboarding text above the cards (see A in Fig-
ure 3.3) of local feature importance explanations: it explains how the price for a motor
insurance is estimated by the ML system and makes explicit which users’ personal
information is used to give the personalized price. In addition, it provides informa-
tion about how to read and interact with the feature-associated cards. As stated in
Section 3.3, this onboarding text is provided by a ML expert and translated into non-
technical information by a designer.
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Figure 3.2: Application of contextualization and exploration principles in a fictive insurance-
related scenario. This interface presents a personalized premium price for a prospective client
on the left, and explanations on the right. See Figure 3.3 for zoomed views on the implemen-
tation of some contextualization principles and Figure 3.4 for some exploration principles
Note: The interface has been translated from the original language used for the evaluation.

Domain transparency Each feature-associated card contains two complementary
pieces of information: we display local feature importance as the basic explanation at
the top of the card (see Section 3.2.3), and we pair it with more generic information
about how the feature can impact the price in the context of motor insurance on the
bottom (see B in Figure 3.3). As stated in Section 3.3, this information is provided by

an insurance expert, i.e., an actuary in the considered scenario.

External transparency We introduce an external factor card into the list of feature-
associated cards, as an additional one. It has a similar design to feature-associated
ones, except that it has a different background color to be visually differentiated by
users (see C in Figure 3.3). It displays a feature that is external to the ML model but

has contextual importance for users. In the context of an insurance-related service,
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provide affects this average price. Personalized explanations are provided to you to better understand what impact this information has on the
price of your premium, as well as on the risk of loss. To go further, you can click on the "Learn more" buttons to see how each piece of
information can affect the price of your premium.
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Figure 3.3: Implemented principles views: A. ML transparency B. Domain transparency and
part of example-based explanations C. External transparency D and E Interactive Display
Note: The interface has been translated from the original language used for the evaluation

this generic principle applies to gender, information requested from the users so that
the system knows how to address them but not used by the prediction model. Users
may be suspicious about how their gender can be used to affect the price they get for
a motor insurance. Therefore, we explicitly display that this piece of information is
not used by the model. Again, this information is provided by by the domain expert,

i.e., an actuary in the considered scenario.
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& & rewm

The estimated value of your vehicle The make and model of your vehicle
e : r

For your vehcle . Your prce e s —
Toyota - Land Cruiser €187.22

Figure 3.4: Application of the example-based principles for allowing exploration. Left: for
features with continuous values, we use a bar graph to display example-based explanations.
Right: for features with categorical values, we display a drop-down list of the most frequent
values of the feature with associated prediction, as well as three relevant examples of feature
values. Note: The interface has been translated from the original language used for the evaluation

3.5.3 | Implementing exploration principles

The implementation of the exploration principles we propose, as presented in Sec-
tion 3.4, is illustrated in Figures 3.2 and 3.4. We describe in the following paragraphs
the design of these explanations with the implemented principles.

Interactive display We design filter buttons above the list of the feature-associated
cards (see D and E in Figure 3.3), allowing users to change the ordering of the cards

according to their goals. We propose three sorting options to match users’ needs.

First, cards can be displayed in decreasing order of the absolute values of the
feature importance, so users can see which features influence most the price they get.
This is the usual display for feature importance explanations.

Second, cards can be sorted so as to display first the ones that correspond to ac-
tionable features, i.e., features that can be realistically edited by users so that they can
try to optimize the price they get. For example, users can switch the type of coverage
they want, but they cannot change the date when they obtained their driving license.
This feature actionability is determined by an insurance expert, i.e., an actuary in the
considered scenario.

Third, cards can be sorted according to the categories of information they contain
(see Section 3.5.1), so as to follow the logic of the input stage (i.e., when users fill in
their information). Thus, users can find a logical path between the input stage and
the output stage (i.e., display of the predicted price with explanations).
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Example-based explanations We place on each feature-associated card a button
(see B in Figure 3.3), to access a second page displaying details in the form of example-

based explanations, as illustrated in Figure 3.4.

In the considered pricing scenario, most features take numerical, continuous val-
ues. For these features, we propose to display a bar graph with up to twenty potential
values and the associated predicted prices. For example, on the estimated value of
the car, the graph shows what would have been the predicted price if this value was
higher or lower than the actual value. Bars have different colors to allow users to
identify easily the different effects on the predicted price: blue identifies the user’s
value or values with the same predicted price; red (resp. green) is used for values

increasing (resp. decreasing) the predicted price.

For categorical features, we propose to display a drop-down list of the most fre-
quent values of the feature with the associated predicted prices. For example on the
model and brand of the car, users can select another combination within the most fre-
quent ones to see what would have been the predicted price. In addition to this list,
we also display three more examples of feature values: one for the highest and lowest
predicted prices, as well as one for a similar predicted price but with a feature value
that differs from the one of the user. This allows users to know where their informa-
tion fit in the overall data distribution and to better understand that the explanation

is local.

3.5.4 | Combining contextualization and exploration principles

We believe that the ML transparency principles can be beneficial both to interactive
display and example-based explanation principles in the XUIL

For the interactive display, we implement an introduction text at the beginning
of each category of feature-associated card for each filter option we design (see E in
Figure 3.3). The purpose of this introduction text is to help users understand what

the categories of features are and how to interact with them.

For the example-based explanation, we implement information about the purpose
of these second layers of explanations in addition to the local feature importance one,
and guide users on how to interpret them towards the prediction they get (see top

part of interfaces shown in Figure 3.4).
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3.6 | Experimental evaluation

To evaluate the effectiveness of the XAl principles we propose, we use the XUI pre-
sented in Section 3.5. We measure two dimensions of the intelligibility of the expla-
nations, namely objective understanding and satisfaction. We conduct a first exper-
imental evaluation online and use the results to finalize the evaluation method and
material (see Appendix A). We then conduct a monitored users study with 80 partic-
ipants at the INSEAD-Sorbonne University Behavioural Lab. The results show that
the contextualization principles we propose significantly improve the users satisfac-
tion and are close to have a significant impact on the users objective understanding.
They also show that the exploration principles we propose improve the users satisfac-
tion. On the other hand, the interaction of these principles does not appear to bring
improvement on both dimensions of users” understanding. We describe in turn be-
low the material in Section 3.6.1, the method we use to conduct the monitored study
in Section 3.6.2 and detail the result of the study in Section 3.7.

3.6.1 | Material

In this section, we present the interactive prototype we develop as the basis for the
evaluation. We use a ML model to predict a personalized price for a prospective
motor insurance customer and extract explanations for this price with the SHAP
method (Lundberg and Lee, 2017), as described in Section 3.6.1.1. We use this pro-
totype to test our hypotheses towards the effectiveness of the XAI principles we pro-

pose on two dimensions of user’s understanding, as described in Section 3.6.1.2.

3.6.1.1 | Interactive prototype

We develop an interactive prototype for a motor insurance pricing interface, as de-
scribed in Section 3.5.1. We describe in turn below the model we use in order to
provide the users with SHAP and example-based explanations, the dataset and the

explanation extraction.

Pricing model We develop, with the help of an AXA actuarial expert, and use a
combination of two ML models to compute a personalized price for each user. The
first model is a Gamma model which estimates the average price of a sinister for a
specific person; the second one is a Poisson model which estimates the frequency of a
sinister for a specific person. The final individualized price is obtained as the product
of the two estimations.

54



3.6. Experimental evaluation

Dataset These models are trained using pgl7trainpol and pgl7trainclaim (Dutang
and Charpentier, 2020), two training datasets used for the 2017 pricing game of the
French Institute of Actuaries. Pgl7trainpol contains 100,000 policies for private motor
insurance and pgl7trainclaim contains 14,243 claims for third-party liability risks of
these 100,000 policies.

Explanation extraction We use SHAP (Lundberg and Lee, 2017) to generate local
feature importance explanations for the price estimation (see Section 2.2.3). To gener-
ate example-based explanations, we compute partial dependence plots for each fea-
ture (Greenwell et al., 2018). For a given feature, we compute the price obtained when
this feature value changes while keeping all other feature values unchanged. Then,
we adapt the display depending on whether the feature is continuous or categorical,

as explained in Section 3.5.3.

3.6.1.2 | Hypothesis testing

We aim at studying the explanations provided in the form of enriched local feature
importance for non-expert users. More precisely, we examine the effectiveness of
the two enhancements we propose, individually and combined, on the explanation
quality for users with no expertise, neither in the ML nor in the involved application
domains. As presented in Section 2.4 and discussed in more details in Section 3.6.2,
we consider two components for this explanation quality, distinguishing between ob-
jective understanding, which assesses the extent to which users actually understand
the explanation, and satisfaction, which assesses the extent to which users appreciate
the XUI More precisely, the study is driven by the following research questions and
hypotheses:

® RQ1: How effective are contextualizing and allowing exploration for improving

non-experts users” understanding of Local Feature Importance explanations?

- H.1.1: Contextualizing explanations improves non-expert user understand-
ing
- H.1.2: Allowing exploration in explanations improves non-expert user un-

derstanding

- H.1.3: Contextualizing and allowing exploration in explanations improve

even more non-expert user understanding

m RQ2: How effective are contextualizing and allowing exploration for improving

non-experts users’ satisfaction of Local Feature Importance explanations?
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- H.2.1: Contextualizing explanations improves non-expert user satisfaction

- H.2.2: Allowing exploration in explanations improves non-expert user sat-

isfaction

- H.2.3: Contextualizing and allowing exploration in explanations improve

even more non-expert user satisfaction

We expect that the principles we propose increase both the objective understand-
ing and users satisfaction. We also expect that the interaction of these principles
improves even more both dimension of user’s understanding. More formally, we
consider null hypotheses of the form "the considered factor provides no significant
improvement of the considered score" for each of the two factors (contextualization
and exploration) and their interaction, and for each of the two scores (objective un-

derstanding and satisfaction).

3.6.2 | Method

We describe in turn the experiment setup, the evaluation questionnaires, the study
procedure and the method to analyze the collected results. The method has been
approved by the INSEAD Institutional Review Board (IRB).

3.6.2.1 | Experiment setup

We recruited non-expert participants from a large open network of volunteers of
the INSEAD-Sorbonne University Behavioural Lab. Participants were randomly as-
signed to one of the four versions of the interface described below, allowing us to
compare the impact of both contextualization and exploration factors on scores of ob-
jective understanding and satisfaction. We discuss in turn the participant recruitment

and interfaces they were assigned to.

Participant recruitment We recruited 91 participants filtered to meet the require-
ments of our experiments. Participants were aged from 18 to 35 (average: 24.5 & 3.8),
had various demographics (e.g., gender, job position, level of study, driving expe-
rience). To ensure the participants were non-experts in both Al and insurance, they
were asked to self-report their literacy for both topics on a 6-point Likert scale. We ex-
cluded the data of 2 participants who reported literacy scores between 4 to 5 at the end
of the experiment, despite the initial filtering. After checking the screen recordings,
we also excluded 9 participants who answered the questions without ever interacting

with the interface.
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The results analyzed in the next sections thus rely on the evaluation collected
from 80 participants, evenly distributed across the four versions of the interfaces. All
participants were financially compensated at the end of the experiment.

Tested interfaces We use 4 versions of our interface to evaluate all four conditions
required for the hypothesis testing. One corresponds to the interface described in
Section 3.5, and the others are partial variants which implement none or only one
category of principles (contextualization vs exploration). We do so in order to be able
to evaluate the impact of each factor, as well as their possible interaction when they
are associated. More precisely, the different versions are designed as follows:

m Interface A is the baseline interface without any factor (see Figure 3.5). It simply
displays the local feature importance explanations with the card-based design
described in Section 3.2.3. None of our design principles are applied in this

version.

m Interface B is the contextualization factor interface (see Figure 3.6). It adds to
interface A the three principles we propose for contextualization: ML trans-
parency, domain transparency and external transparency (see Section 3.5.2).

m Interface C is the exploration factor interface (see Figure 3.7). It adds to inter-
face A the two principles we propose for allowing exploration: the interactive

display and the example-based explanations (see Section 3.5.3).

m Interface D is the interaction interface. It combines all the principles of con-
textualization and exploration (see Section 3.5.4). Figures 3.2 and 3.4 present
screenshots of this version.

3.6.2.2 | Evaluation questionnaires

In this work, we adopt the approach described in Section 2.4.2 and evaluate both the
objective understanding and satisfaction. We describe in the following paragraphs
the two questionnaires we use in the experiment, as well as an additional demo-

graphic questionnaire.

Objective understanding We propose a questionnaire approach (see Appendix A),
similar to Cheng et al. (2019). Each item in the questionnaire is a statement, for which
users can either answer "true", "false” or "I don’t know". We design three types of
questions to capture different components of user understanding:
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Figure 3.5: Interface A is the baseline version of feature importance explanations.

Find out
your premium

Based on your personal information and
coverage needs, we have calculated your
premium price for your car insurance.
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Considering the reported claims costs for 2020, the average quoted premium price in 2021 is €136.65 per year. The information you provide has an
impact on this average price. Personalized explanations are provided to you to better understand the impact of this information on the price of
your premium, as well as on the risk of claim. To go further, you can click on the "Learn more" buttons to see how each information can vary the
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Engine displacement
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Figure 3.6: Interface B is the XUI we propose for implementing contextualization principles
only.

m (i) Explanations’ scope questions measure the extent to which users understand
what information the ML system is using to give a prediction. e.g., Feature X
impacts the prediction.

m (ii) Explanations’ effects questions measure the ability of users to understand the
type of effect a feature importance has on the prediction they get. e.g., Feature X
has a positive effect on the prediction.
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Figure 3.7: Interface C is the XUI we propose for implementing exploration principles only.

m (iii) Explanations’ locality questions measure the users’ understanding of the dif-
ference between the influence of their attributes and global explanations. e.g.,
Feature X would probably have a different impact on the prediction for another person.

For each question, an expected answer is predefined. We consider a participant pro-
vides a correct answer if his/her answer is identical to the expected one.

Self-reported satisfaction We adapt the eight item self-reporting questions from the
Explanation Satisfaction Scale Hoffman et al. (2018) in order to assess users’ satisfac-
tion (see Section 2.4.2). Participants are required to answer on a 6-point Likert scale,
from “Strongly disagree” (1) to “Strongly agree” (6).

Demographics In addition to the previous items which are related to our research
questions, a demographic questionnaire includes two questions regarding the partic-
ipant literacy in artificial intelligence/machine learning and insurance, again using
6-point Likert scales, from “Not familiar at all” to “Strongly familiar”, to ensure that
participants are indeed non-expert users. It also asks participants their familiarity
with driving, motor insurance, driving frequency and claim experiences. Finally, we
collect basic demographic information such as age, gender and education level.
Participants can also share their insights and comments on the study in open re-

sponse questions.
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3.6.2.3 | Study procedure

The lab setting at INSEAD-Sorbonne University Behavioural Lab we apply allows
participants to ask questions throughout the evaluation to make sure they understand
the instructions.

After giving written consent and prior to the experiment, participants are intro-
duced to the following experimental scenario: "Marianne, a 43 year-old woman, is
looking for a new insurance for the car that she and her 21 year-old daughter drive.
She decided to use our XAl interface to understand the impact of her information
on her insurance price, and has now some questions about the explanations she re-
ceives". The role of the participants is to advise her about these explanations. This
scenario allows us to present the same information and explanations to all partici-
pants, which makes the comparison and the statistical analysis significantly easier
than if participants inputted their own information into the ML system.

Then, each participant is randomly assigned to one version of the interface for the
evaluation. They take the objective understanding questionnaire (see Section 3.6.2.2)
while interacting with the interface, and then answer the subjective satisfaction ques-
tionnaire (see Section 3.6.2.2). At the end of the experiment, participants complete the

demographic survey.

3.6.2.4 | Data analysis

We remove one extreme outlier (below 'Q1 - 3*IQR’ for the exploration factor regard-
ing the satisfaction rate).

As the collected data are normally distributed, we use 2x2 factorial ANOVA to
analyze the effects of the two factors, contextualization and exploration, to test our
hypotheses as presented in the previous section. Table 3.2 displays the results for
the scores obtained in the experiment. The objective understanding is rated from 0
to 22 corresponding to the number of correct answers for the 22 questions of the ob-
jective understanding questionnaire. The users satisfaction is reported from 1 to 6
corresponding to the average score over the eight satisfaction’s dimensions. The sig-
nificance level is defined as a= .05. We do not use the Bonferroni correction since
we compare conditions that are orthogonally manipulated. Tables 3.3 and 3.4 also
show comparative boxplots for the objective understanding and satisfaction scores
obtained for all four conditions (contextualization principles effects, exploration prin-
ciples effects, the interaction of both, and the absence of principles), with one data-

point for each participant.
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3.7. Results

Objective understanding
With factor | Without factor | One-way ANOVA

means (sd) means(sd) t-value | p-value
Contextualization | 15.49 (+2.64) | 14.34 (= 2.73) 1.90 .06°
Exploration 14.68 (x 2.78) | 15.13 (+ 2.59)
Satisfaction

With factor | Without factor Two-way ANOVA

(intercept mean = 3.76)

means (sd) means(sd) t-value | p-value
Contextualization | 4.68 (+.77) 3.96 (+ .89) 3.80 .0003***
Exploration 4.53 (£ .69) 4.11 (+ .98) 2.15 .03*

Significance code: *** p<.001 ; ** p<.01; * p<.05; ° p<.1

Table 3.2: Comparing improvement of objective understanding between two factors: con-
textualization and exploration. Top: results of a one-way ANOVA regarding the significant
effect of contextualization factor on users objective understanding. Bottom: results of a two-
way ANOVA regarding the significant effect of contextualization and exploration factors on
users satisfaction are displayed on the bottom.

3.7 | Results

We use the results presented in Tables 3.2, 3.3 and 3.4 to answer the two research
questions we consider regarding objective understanding in Section 3.7.1 and users

satisfaction in Section 3.7.2.

3.7.1 | Objective understanding

We analyze the significant effects of both contextualization and exploration factors
on users objective understanding score. As neither exploration factor nor the interac-
tion of the two factors show significant impacts, we use one-way ANOVA to measure
the effect of contextualization on the objective understanding score. The analysis of
Table 3.2 leads to three main observations commented in turn below: first, contextu-
alization leads to the biggest improvement in objective understanding, and is close
to reach the level of statistical significance; on the other hand, both exploration and
the interaction of contextualization and exploration do not improve objective under-
standing overall.

Contextualization improves objective understanding On the boxplots presented
above Table 3.3, we can see the interface including contextualization principle only

(interface B) shows the highest improvement in objective understanding with an av-
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o—o—%SoSo%A@—@

Interface D Interface C Interface B Interface A

#1 #2 #3 44
Contextualization | Exploration | Contextualization
. No factor
and Exploration only only
15.05 (+ 2.96) 14.32 (+ 2.60) 15.90 (+ 2.32) 14.37 (+ 2.87)

Table 3.3: Objective understanding scores for all four conditions of the 2x2 factorial design.
An overview of the descriptive statistics is displayed on top with boxplots figures.

erage score of 15.90 correct answers out of 22, i.e., .85 point more than when these
principles are paired with exploration ones (interface D) or 1.53 point more than when
no principles are applied (interface A). When comparing the average means of con-
ditions with contextualization principles applied (interfaces B and D) in Table 3.2, we
observe that the contextualization factor increases by +1.15 points the objective un-
derstanding score. This difference is not statistically significant at 5% level however
it is close (t=1.90 p=.06).

Although we fail to reject the null hypothesis, these observations lead us to
believe that contextualizing local feature importance is a promising tool to improve
non-expert users objective understanding (H.1.1).

Exploration does not have a significant impact Table 3.3 shows that participants
with the interface including exploration principles (interface C) obtain the lowest av-
erage score of objective understanding of all four conditions. When comparing the
impact of exploration factor, we observe a similar trend as the average score for all
conditions including exploration principles is .48 point lower than when not applied.
Yet, we do not observe a significant impact of exploration principles on objective un-
derstanding.

Thus, we fail to reject the null hypothesis and are not able to demonstrate the
positive effect of exploration on the objective understanding of local feature impor-
tance in our context (H.1.2).

The interaction of contextualization and exploration does not have a significant
impact either Previous observations suggest a promising positive effectiveness of

contextualization but reject exploration one regarding the objective understanding.
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°

—E .=. !
bt . g
#1 #2 #3 44
Contextualization | Exploration | Contextualization
. No factor
and Exploration only only
4.79 (+ .69) 4.27 (+.69) 4.57 (+ .86) 3.65 (+ 1.10)

Table 3.4: Satisfaction scores for all four conditions of the 2x2 factorial design. An overview
of the descriptive statistics is displayed on top with boxplots figures.

When analyzing the interaction effect in a two-way ANOVA, we see no statistically
significant impact.

Thus, we fail to reject the null hypothesis and are not able to demonstrate that
the interaction of contextualization and exploration principles improves even more
objective understanding of non-expert users (H1.3).

3.7.2 | Satisfaction

Similarly to the previous analysis for objective understanding, we analyze the sig-
nificant effects of both contextualization and exploration factors on users satisfaction
score. As the interaction of the two factors shows no significant impact again, we use
two-way ANOVA to measure the effect of contextualization and exploration factors
on the satisfaction score. Table 3.4 shows that all three conditions with the princi-
ples we propose have an average satisfaction score higher than when no principle is
applied (+.62 point for exploration principles, +.93 point for contextualization princi-
ples, +1.14 point for the combination of both principles). These differences are signif-
icant for both contextualization and exploration factors, which leads us to conclude
that both factors significantly improve users’ satisfaction. On the other hand, the in-
teraction of the two factors does not show a significant impact on users satisfaction.
These conclusions are discussed in turn below.

Contextualization significantly improves users satisfaction Table 3.4 shows that
contextualization principles (interface B) obtain a higher satisfaction rate as they in-
crease by .93 point the average satisfaction score as compared to the interface without

these principles (interface A), and by .30 point as compared to the interface with ex-
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ploration principles (interface C). The positive effect of contextualization principles
on users satisfaction can also be observed by the datapoint distribution for each par-
ticipant in the boxplots displayed above Table 3.4. This difference is also observed in
the two-way ANOVA analysis in Table 3.2 as the average mean for contextualization
factor is +.72 point significantly higher than the average mean for interfaces without
(t=3.80 p=.0003).

Thus, we reject the null hypothesis as contextualization parameter is greater than
the claimed value and conclude that contextualization significantly improves non-

expert users’ satisfaction (H2.1).

Exploration also significantly improves users satisfaction Similarly to interfaces
including contextualization principles, Table 3.4 shows that the interface including
the exploration ones (interface C) increases users satisfaction by .62 point as com-
pared to the interface without any principle applied (interface A). The positive effect
of the exploration principles can also be observed by the datapoints distribution for
each participant in the boxplots displayed above Table 3.4. When analyzing the im-
pact of the exploration factor in Table 3.2, the results of the two-way ANOVA analy-
sis shows that the average mean for the exploration factor is +.42 significantly higher
than the average mean for interfaces without it (=1.90 p=.03).

Thus, we reject the null hypothesis as the exploration parameter is greater than
the claimed value and conclude that exploration significantly improves non-expert
users satisfaction (H2.2).

The interaction of both principles does not have a statistically significant impact
First, Table 3.4 shows that the interaction of both principles (interface D) has the
highest improvement as it increases by +1.14 points participants’ satisfaction rates
as compared to the interface without any principles (interface A), by +.22 point as
compared to the interface with only contextualization principles (interface B) and by
+.52 as point compared to the interface with only exploration principles (interface C).
On the boxplots figures displayed above Table 3.4, we observe that the 1st quartile
for the interaction condition is 4.47, which +.10 point higher than the 3rd quartile for
the condition without any principle applied, meaning that 75% of participants inter-
acting with the contextualization and exploration gave higher satisfaction rates than
75% of participants using interfaces without any principle applied.

Yet, the interaction of the two factors has no statistical significant impact. Thus,
we fail to reject the null hypothesis and are not able to demonstrate the positive

effect of both principles interaction on users satisfaction (H.2.3).
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3.8 | Conclusion

In this chapter, we present generic XAl principles we propose for contextualization
and exploration of local feature importance explanations for non-expert users. We
propose an implementation of these principles into an explanation user interface for
a motor insurance pricing scenario. The experiment we conduct in a moderated lab
setting shows that the contextualization principles we propose significantly improve
users satisfaction and are close to significantly improve users objective understand-
ing. Also, the results show that the exploration principle we propose significantly
improves users satisfaction. On the other hand, the interaction of these principles
does not appear to bring significant improvement on both dimensions of users” un-
derstanding.

It is noteworthy that the results we obtain differ from the ones presented in the
close work of Cheng et al. (2019). In their experiments, allowing users to interact
with the ML model improves their objective understanding, but does not increase
their satisfaction in the system, whereas we observe the opposite trend. One possi-
ble explanation for these diverging results could be the difference in the considered
application domain: insurance is often perceived as an opaque industry (Schwarcz,
2014), as confirmed by several participants of the pilot study we conducted (see Ap-
pendix A). It is possible that participants in our experiments have low expectations
when it comes to the transparency of insurance solutions, which could lead them to
consider any insurance solutions that are willing to expose their ML model as more
trustworthy. The same observation can be made about the contextualization princi-
ples we propose: it is possible that part of the observed improvement in satisfaction
ratings is due to the perceived opaqueness of the insurance industry.

Future works will aim at investigating this hypothesis and exploring other appli-
cation domains, in order to have a more comprehensive view of the impact of the
principles we propose. Other directions for refining the conducted study will focus
on other possible effects of interest. The latter e.g., include a possible correlation be-
tween objective understanding and subjective satisfaction, or a possible effect of a
notion of user engagement in the explanation interaction that could be derived from
the collected information, e.g., about their having a driving license. Another direction
is to increase the number of participants: the current number is for instance not high
enough to allow an individual comparison of the three contextualization principles
we propose (ML, domain or external transparency, as well as their combined effect).
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XUI with plural counterfactual
explanations

In this chapter, we investigate the intelligibility of another type of local explanations,
namely counterfactual examples, also considering of non-expert users. Similarly to
the work presented in the previous chapter, we consider that a classifier or regressor
is providing a prediction, and a post-hoc XAI approach is generating explanations.
Recent works underline the issue that most counterfactual approaches have not been
tested with real users: only 21% of the surveyed methods by Keane et al. (2021) have
been tested. There is a lack of empirical research in understanding the users needs
for counterfactual explanations in their usage (Keane et al., 2021; Verma et al., 2022;
Shang et al., 2022). This also applies to the case of explanations in the form of plural
counterfactual examples (see Section 2.2.3), although it is argued that they improve
the quality of the explanations. Yet, it has been shown that too much information
in the explanations may affect users trust (Kizilcec, 2016) and create confusions (Cai
etal., 2019).

In this work, there are three contributions: we propose comparative analysis XAl
principles to enhance the quality of plural counterfactual explanations; we also pro-
pose an implementation of such enhanced explanations in an XUI for a financial sce-
nario; finally, we use this enhanced XUI to conduct a user study in a monitored lab
setting with 112 participants. The results of the statistical analysis demonstrate the ef-
fectiveness of the plural condition, both on objective understanding and satisfaction
scores, as compared to having a single counterfactual example. The qualitative analy-
sis of the results shows that the proposed comparative analysis features are promising
approaches to improve the intelligibility of such explanations. This work provides the
tirst experiment, to the best of our knowledge, evaluating the intelligibility of plural
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counterfactual examples for non-expert users.

The chapter is structured as follows. In Section 4.1, we discuss the process we
propose for the design of an XUI for the non-expert users. Section 4.2 presents the
proposed design enhancements for comparative analysis of plural counterfactual ex-
amples. Section 4.3 presents the illustration of such enhanced explanations in an XUI
for a financial scenario. In Section 4.4, we discuss the protocol we propose for evalu-
ating these explanations in a user study and present the results in Section 4.5. Finally,
we discuss limitations and future works in Section 4.6.

The work presented in this chapter has led to the following paper:

m Clara Bove, Marie-Jeanne Lesot, Charles Tijus, and Marcin Detyniecki. Investi-
gating the intelligibility of plural counterfactual examples for non-expert users:
an explanation user interface proposition and user study. In Proc. of the 28th Int.
Conf. on Intelligent User Interfaces, IUI 23, 2023

4.1 | Motivations

Various types of explanations can meet the needs of non-expert users, and some can
be more relevant in a specific context. For instance, when a user wants to optimize
the prediction he/she obtains, then a counterfactual example can be useful (see Sec-
tion 2.2.3). However, as discussed in Chapter 3, it is not always easy for all users
to accurately interpret the explanations provided. In fact, they can get lost in the
amount of information (Kizilcec, 2016), and often lack guidance on where to look and
how to interpret an explanation as a whole. We discuss below the process we pro-
pose for the design of a user-centered explanation: we first analyze the limitations of
the considered explanation in Section 4.1.1; then we study the design opportunities
to improve the quality of these explanations in Section 4.1.2; finally, we discuss the
interface design approach in Section 4.1.3.

4.1.1 | Need for guidance

As discussed in Chapter 2, it has been argued in numerous work that counterfactual
examples constitute a highly relevant form of explanation due to their resemblance
with human explanations (Wachter et al., 2017; Wang et al., 2019; Miller, 2019; Byrne
and Tasso, 2019; Zhang and Lim, 2022). Among others, they possess contrastive prop-
erties, i.e., they are formulated as answers to Why not? questions (see Section 2.1).
Such explanations are particularly useful to users who are trying to understand why
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they did not get a desired outcome, for instance using a canonical example, if a ML
model predicts their loan application is denied (Ramon et al., 2021).

This work focuses on the case of plural counterfactual examples, i.e., when coun-
terfactual explanations contain several examples (see Section 2.2.3). Indeed, it has
been proposed to build approaches to generate so-called diverse counterfactual ex-
amples Kunaver and Porl (2017); Mothilal et al. (2020); Ekstrand et al. (2014), claimed
to constitute more relevant and appropriate explanations. In this work, we only take
into account the fact that they provide several examples instead of a single one and
does not study the extent to which they differ one from another. Thus, we favor the
word "plural” instead of "diverse".

Recent works underline the issue that these explainability methods have not been
tested with real users, and that there is a lack of empirical research in understand-
ing the users’ needs for counterfactual explanations in their usage (Keane et al., 2021;
Verma et al., 2022; Shang et al., 2022). This also applies to the case of explanations in
the form of plural counterfactual examples (see Section 2.2.3), although it is argued
that they improve the quality of the explanations. Yet, it has been shown that too
much information in the explanations may affect users trust (Kizilcec, 2016) and cre-
ate confusions (Cai et al., 2019). In the process of explanation assimilation, non-expert
users may need to compare and analyze various information and we argue that they
need guidance and complementary information due to their lack of knowledge in
both machine learning and the applied domain.

4.1.2 | Design opportunity: two levels of guidance

In this work, we investigate (i) if plural counterfactual examples are indeed better
than having a single one, and (ii) if we can mitigate the users’ confusion with a com-
parative analysis enhancement when there is a high number of examples.

When there is a rich set of counterfactual examples, we argue that there are two
levels of complexity for non-expert users:

® On counterfactual example: due to their low literacy in ML and in the applied
domain, the nature of the explanations (such as suggested changes, combina-
tion of features, distance to initial values) may not be understood by non-expert

users.

® On the set of examples: the users may not be able to assess and compare an
example with another; also, this can create further confusion as to the nature of

this type of explanation.
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Figure 4.1: 3-column grid of cards. Each card represents a counterfactual example with sug-
gested changes on one or multiple features values. The set of counterexamples is displayed
on an interactive 3-column grid.

Guiding the users on the analysis and comparison of such examples can therefore
improve the intelligibility of the explanations. We study these two levels in order to
propose principles to address the confusion issue, as presented in Section 4.2.

4.1.3 | Interface design: a grid of cards

For counterfactual explanations with plural examples (see Section 2.2.3 and Figure 2.5),
a rich set of counterfactual examples is generated, and each counterexample suggests
changes on one or more values. To display such explanations, we apply a grid of cards
design approach, as illustrated in Figure 4.1. The set of counterexamples is displayed
on a grid and we consider counterexamples individually: each one is represented on
its own card and adapt the length of the card to the amount of content to display. As
compared to the design approach in Chapter 3, a card does not present only a single
feature but multiples ones for each example.

Basically, each card displays labels of the data descriptive features whose values
are modified in the considered counterexample, together with these new values that
allow to reach the class opposite to the predicted one. Similarly to the work presented
in Chapter 3, we propose to name these features with non-technical labels: we use
the names known from the user (see Section 4.3.1). Also, we propose to group the
features into contextual categories (see the interactive display principle we propose in
previous work and present in Section 3.4), so users can identify quickly what category
of information is impacted by the suggested change: e.g., for a loan application, the
feature "age" is displayed under the category "Personal Information". This design
choice allows us to associate more content and interactions for each counterexample

provided by the ML system, as discussed in Section 4.2.1.

70



4.2. Proposed principles for comparative analysis

Figure 4.2: Highlight singularities design enhancement at the counterexample level. Top:
highlight the non-zero differences with initial values. Bottom: highlight the value of the coun-
terexample as compared to others with additional information derived from expert knowl-
edge.

The set of cards is presented in a 3-column grid, as illustrated in Figure 4.1. When
generating plural counterfactual examples, it can be difficult to present a rich set in
one screen. Here, we use the grid so that users can scroll on the page to explore the
different counterfactual examples. To navigate between the cards, we add interactive
display tools to support this exploration: a search bar using key words to allow to
automatically filter the set of cards (as illustrated in Figure 4.4). We also add a "sort
by" button above the grid: users can sort the counterfactual examples by increasing or
decreasing number of modified data feature. This design choice allows us to enhance

this exploration with additional interactive tools, as discussed in Section 4.2.2.

4.2 | Proposed principles for comparative analysis

We propose comparative analysis principles that aim at making it easier for non-
expert users to compare and analyze this rich set of counterexamples. We propose
two XAI principles to do so: highlighting singularities of each example, presented in
Section 4.2.1 and illustrated in Figure 4.2; and guiding the non-expert users to ana-
lyze and compare a rich set of counterfactual examples, presented in Section 4.2.2 and
illustrated in Figure 4.3. They respectively apply at two levels we propose to distin-
guish: the first one corresponds to each counterfactual example represented in a card,
individually; the second considers the grid with all counterfactual examples globally.
Their description, purpose and level are discussed in turn below and summarized
in Table 4.1. We propose an illustration of these principles in an XUI for a financial
usage scenario in Section 4.3.
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4.2.1 | Highlighting examples’ singularities

The first principle aims at visualizing and assessing singularities in order to help the
users differentiating one counterfactual example from another.

When interacting with plural counterfactual examples, users may not know how
to interpret the proposed changes. In order to help users better interpret and assess
each counterexample, it is important to be more precise regarding the meaning of
the provided explanation. Also, the users may need extra information on the value
of each counterfactual. Thus, we propose to highlight these two elements on the
example card, as illustrated in Figure 4.2.

On the top of the card, we highlight the non-zero differences with initial values,
that differs from the information retrieved by plural counterfactual methods such as
DiCE (Mothilal et al., 2020) which displays the changed values as the counterfactual
explanations.

At the bottom, we propose to pair the counterfactual example with new infor-
mation derived from expert knowledge to highlight its value as compared to other
example. For example, we add a feasibility score regarding the suggested changes on
the example. For each data descriptive feature, three levels of feasibility are distin-
guished for the suggested variations: they can be either feasible, moderately feasible
or hardly feasible, depending on the context of use. For counterfactual examples with
more than one data descriptive feature variation, we adopt a pessimistic aggregation
approach and display the lowest level of feasibility between all the involved modi-
fied data features. This level of feasibility aims at providing non-expert users with an
additional element for the interpretation of the counterfactual. This information can
be used to compare the counterexamples and select the most appropriate ones for the
users.

We propose that these highlighted singularities features are accessible on each
card of counterfactual examples, so that the non-expert users can better interpret and

assess them.

4.2.2 | Guided comparison

As previously presented, we should also provide more guidance to the non-expert
users on how to analyze a set of various example-based explanations. We propose a
guided comparison XAI principle, that aims at underlying the differences between
examples, and should match the users needs when comparing and analyzing them.

Non-expert users may get lost when exploring various examples, not knowing
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Compare #1 Compare #2

Comparison #1

Figure 4.3: Guided comparison design enhancement at the grid level. Top of the grid: filter-
ing buttons for the display of the plural counterfactual examples aiming at underlining the
differences between examples.

where to start and how to navigate between them. Thus, they should have more
guidance towards the directions they should follow when exploring and analyzing
a set of counterfactual examples. We propose to offer users filtering options for the
dynamic display of the plural counterfactual examples, as illustrated in Figure 4.3.
These options allow users to change the ordering and/or the filtering of the cards
to better compare them. The first option corresponds to the generic display of the
cards as generated by the explainer. We propose two additional buttons with sort-
ing/filtering options to guide comparison.

First, as the suggested plural examples are not necessarily diverse, we add an
option that filters the cards to display only the most diverse ones. We apply a heuris-
tic approach to select these most diverse examples from the generated set. First, we
define ensembles of modified attributes; for each of these ensembles, we select the
example with the closest proximity to input values; and then, we classify these exam-
ples by number of modified attributes. For instance, when there are plural cards that
suggest changes on a similar feature, it will only display the one that is the closest to
the instance value. This allows to present the users with a synthetic overview of all
the closest and diverse counterfactual examples in real value.

Second, as features are grouped into contextual categories (see Section 4.1.3), we
propose to add a filtering option that filters the cards regarding the frequency of
changes by categories: there can be several counterfactual examples that suggest
changes on the same data descriptive feature, which leads to define frequently mod-
ified features and further on to frequently modified feature categories. We add dy-
namically a sub-filtering option for each frequent category of change suggestions,
in order to filter and only display the counterfactual examples offering such changes.
We propose to display these sub-filtering options in a frequency decreasing order (i.e.,
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Principle Description Purpose Level
Enhance the counterfactual
examples by hlghl}ghtlng Fwo Help the users for
C oy complementary  information: . At the
Highlight . . an accurate interpre-
. o the non-zero differences with . example
singularities . .. tation of each coun-
initial values and the added level
terfactual example
value of the example as com-
pared to others.
Offer the users pre-defined fil- .
. . . Ease the analysis
tering options for the display h
and comparison
. of the plural counterfactual ex- At the
Guided . of plural counter- .
. amples. These options should explanation
comparison factual examples
match the users needs when level
towards the pre-

comparing and analyzing a set
of examples.

dicted output

Table 4.1: Design principles to improve the intelligibility of counterfactual explanations with
plural examples for non-expert users. We describe and define the purpose of each principle
we propose for adding comparative analysis features. We also define the level of the ML
explanations where the described principle applies: "explanation level" refers to principles
that apply to the overall ML explanations for one prediction; "example level" refers to the
principles that apply to each counterfactual example.

from the category with most counterfactual examples to the one with the least), so as
to analyze in which category of data descriptive features there are the most suggested
variations.

We propose that these guided comparison features are accessible above the grid
of cards, so that users can filter the cards to better navigate between them.

4.3 | lllustrating principles in a real life application

This section presents the application of the XAI principles we propose into a finance-
related interface. We describe the usage scenario in Section 4.3.1 and the XUI illus-

trating the implementation of the principles we propose in Section 4.3.2.

4.3.1 | Usage scenario: loan application

We apply the principles we propose in a solvency evaluation interface. In this consid-
ered scenario for the usage of the interface we propose, a user connects to a platform
and starts applying for a loan by providing several pieces of information such as the

the desired loan settings (loan amount, duration, installment rate), bank information
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o &
ESTIMATION OF
solvency

WHAT NEEDS TO CHANGE TO GET
adequate solvency ?
Based on the borrower’s information and the loan application, the model predicts that the solvency is insufficient. We have

various examples where the possible changes have been made to this information, to explain what needs to
change to get an appropriate solvency.

The model predicts that
your solvency is

View by:

( All examples ) ( The most diverse examples ) Types of change

Loan application

Loan amount

Loan duration

€10,974

36 months

We have generated 23 separate examples with different types of changes to make to your information to have appropriate

creditworthiness . Filter by type of frequent changes

Loan application Cpersana\\nformaucna CPro(ess\ona\SnuaUun ) CBankmg\nPnrmauon

Instalment rate Less than 20% Qs sort by Number of changes (increasing)
Loan purpose Furnishin,
ey e Number of changes (descending)
Debtors/Guarantors None
. . Feasibility level (increasin
Loan history Paid A A ylovel( 9
Loan application Loan application
Feasibility level (descending)
Banking information Loan purpose Furnishing Loan history Paid roa somontis
X3 Appropriate solvency:  Purchase of a X3 Appropriate solvency:  Credits paid B4 olvency: 13 months
Current account More than 200 vehicle (new)
value € i i ing i i
Debtors/Guarantors Neme Personal information Banking information
Savings account No account 3 Appropriate solvency:  Co-borrower
value Age 26 years Savings account Noaecount
3¢ Appropriate solvency: 55 years value
most valuable asset Life insurance 33 Appropriate solvency: Less than 100 €
Current credit(s) None
Current or past 2to 3 credits . .
Feasibility g ibili iffic Feasibilit, g
credit(s) in this bank Ly Difficult Feasibility Difficult Ly Difficult
Personal information
Age 26 years . o
Loan application Loan application Loan application
Number of Less than 3
dependents Instalment rate tess-than26% Loan duration o Current account Morethan260-6
Registered phone Yes X3 Appropriate solvency: More than 35% X3 Appropriate solvency: 7 months value
X3 Appropriate solvency: Less than 200 €
number Loan history [ o .
& Appropriatesalvency:  Cradits paid Banking information
Professional situation
Savings account Nepecount
. . v value
oreign worker es 3¢ Appropriate solvency: 500 to 1000 €
Professional status Auto-
entrepreneur
Duration of current Unemployed Feasibility Difficult Feasibility Difficult Feasibility Good

employment
Lodging

Figure 4.4: Implementation of plural counterfactual examples and comparative analysis prin-
ciples in a fictitious finance-related scenario. Left: estimated solvency for the considered loan
application. Right: provided explanations with grid presentation of the cards associated with
each counterfactual example. The highlighted singularities are implemented as enhanced
changes and added expert knowledge on feasibility scores. The guided comparison is imple-
mented with contextual filtering and sorting options on top of the grid. Note: The interface has
been translated from the original language used for the evaluation.

(bank account and savings values, current and/or loan history), personal informa-
tion (age, number of dependents, phone number), professional situation (current job
occupation and duration, foreigner worker status), as well as current lodging situa-
tion. This information is usually required by financial organizations to evaluate the
solvency of the applicant according to each individual risk for the payment and re-

imbursement of the loan.

We consider that the names used in this form define non-technical labels the user
understands, as he/she fills them: they thus constitute the labels used in the expla-

75



Chapter 4. XUl with plural counterfactual explanations

View by:

( All examples ) ( The most diverse examples ) Types of change

We have generated 23 separate examples with different types of changes to make to your information to have appropriat
creditworthiness . Filter by type of frequent changes :

Loan application < Personal Informations ) < Professional Situation ) ( Banking Information )

Figure 4.5: Application of the guided comparison principle: for "Types of change" button,
an additional row of button appears and offers different filtering options of the cards display,
according to frequency of similar changes. Note: The interface has been translated from the original
language used for the evaluation.

nation interface.

A ML model uses this information to estimate the solvency of this user. The aim
of the XAI interface is to present the estimated solvency to the user, together with
explanations to help him/her understand how the provided information impact the
evaluation.

4.3.2 | Proposed XUl interface

The implementation of the explanations in the form of plural counterfactual exam-
ples, as well as the comparative analysis XAIO principles we propose to enhance such
explanations is illustrated in Figures 4.4 and 4.5. On the left, this interface presents
the solvency predicted for the considered loan application whose characteristics are
supposed to have been inputted to the system in a preliminary step. Similarly to the
proposed XUI in previous chapter, we provide the user with transparency on the ML
system’s scope and basic operations above the explanations, as we demonstrate that
it can help the users understand how the model works and how to read the following
explanations. We describe in the following paragraphs the design of these explana-
tions with the implemented principles.

Implementing plurality We use the grid of cards design approach presented in Sec-
tion 4.1 to display the rich set of counterfactual examples. The search bar and the "sort
by" are offered to the user above the grid, as illustrated in Figure 4.4, to allow users to
search for specific information and sort the cards. We implement the filtering options
into buttons on top of the grid as well, as presented below.

Highlight singularities Each example-associated card contains the two comple-
mentary pieces of information described in Section 4.2.1: highlighted information
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about the counterfactual change on the top and highlighted value of the example as
compared to others with a feasibility score on the bottom.

On each card, for all features modified by the counterfactual example, we display
the initial value, striking it through, and we highlight, in bold and green color, the
new counterfactual value. We also add the legend "Good solvency" next to this value,
which is the opposite class. We do so to highlight that this change (or the combination
of these changes for counterfactual examples with plural changes) would have made
the model to predict the opposite class.

In addition, we add the feasibility score on each card as described in Section 4.2.1.
For each feature, a domain expert defines three levels of feasibility (i.e., easy, moder-
ate or difficult to do in real life). For example, for the feature "Current account value",
the changes proposing to decrease the value are defined with a "good" score of feasi-
bility, while those proposing to increase the value are defined with a "difficult" one.
In the user interface, we add a color code for the three levels of feasibility (green for
feasible, orange for moderate and red difficult) in order to ease the visual screening

of the examples for non-expert users.

Guided comparison We design filter buttons above the list of the feature-associated
cards (see Figure 4.5), allowing users to change the ordering and/or the filtering of
the cards to better compare them. As described in Section 4.2.2, a first button allows
to display the example as generated by the XAI approach. Another button allows
to filter the cards and the display most diverse examples. A last button allows to
filter the cards by frequency of changes. When selected, it activates an additional row
of buttons below, offering different filtering options of the cards display, according
to frequency of similar changes. In this context, the most frequent types of changes
are for the "loan application" settings, and the least frequent are for the "Banking

information".

4.4 | Experimental evaluation

To evaluate the effectiveness of the XAl principles we propose, we describe in turn
below the prototype we build and the evalulation method we used to conduct a mon-
itored study at the INSEAD-Sorbonne University Behavioural Lab. We use this proto-
type to test our hypothesis towards the effectiveness of the XAI principles we propose
on two dimensions of user’s understanding, as described in Section 4.4.2.
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4.4.1 | Prototype

We develop an interactive prototype of the proposed XUI for the evaluation, as de-
scribed in Section 4.4.3. We discuss in turn below the data set we use to train a ML
model for the estimation of the solvency for a prospective loan customer and the
method we use to extract diverse counterfactual explanations.

We develop an interactive prototype for a solvency estimation service, as de-
scribed in Section 4.3.1. We use the German Credit dataset (Hofmann, 1994) which is a
public dataset downloaded from the UCI Machine Learning Repository !. It contains
the description of 1000 loan applicants on 20 descriptive features and their labels as
having a good or bad solvency.

We use this data set to train a ML model to compute a predicted solvency for
each user, namely a Random Forest trained with default parameters with the sklearn
tool?. On the estimated solvency we get for one instance, we use the DiCE method?®
(Mothilal et al., 2020) to generate diverse counterfactual examples to explain the given
output. To obtain diversity in this set, DiCE requires the number of desired examples
(defined as total_CFs=23 and desired_class="opposite"), the weight on distance
and sparsity (defined as proximity_weight=1.5and diversity_weight=1.0), as well
as the definition of user knowledge such as the list of features that can be modified
and their associated range of accepted variation. For the instance we select from the
training set and the chosen DiCE configuration, that excludes modifying "foreigner
worker status" and "phone number", DiCE generates 23 counterfactual examples that
suggest changes on at most two descriptive features.

4.4.2 | Hypothesis testing

In this work, we aim at studying the presentation of such explanations in an XUI for
non-expert users. We also study the enhancement of these explanations with compar-
ative analysis features. More precisely, the aim is to examine how effective they are
to improve the explanation quality for these users. Similarly to the previous chap-
ter and discussed in more details in Section 4.4.3, we consider two components for
this explanation quality, distinguishing between objective understanding and satis-
faction. More precisely, the study is driven by the following research questions and
hypotheses:

Thttps:/ /archive.ics.uci.edu/ml/datasets /statlog+(german+credit+data)

thtps: / /scikit-learn.org/stable/index.html

3we follow the authors’ implementation guidelines as documented on
https:/ /github.com/interpretml/DiCE
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® RQ1 : How effective are plural examples for improving understanding and
satisfaction of counterfactual explanations for non-expert users?

- H.1.1 : Plural counterfactual examples improve understanding, as com-

pared to one example.

— H.1.2 : Plural counterfactual examples improve satisfaction, as compared

to one example.

- H.1.3: Comparative analysis on plural counterfactual examples improves

understanding, as compared to one example only.

- H.1.4 : Comparative analysis on plural counterfactual examples improves

satisfaction, as compared to one example only.

®m RQ2: How effective is comparative analysis for improving understanding and

satisfaction of plural counterfactual explanations for non-expert users?

- H.2.1 : Comparative analysis improves understanding of plural counter-
factual explanations with plural examples, as compared to having plural

counterfactual examples only.

- H.2.2: Comparative analysis improves satisfaction of plural counterfactual
explanations with plural examples, as compared to having plural counter-

factual examples only.

4.4.3 | Method

We describe in turn the participant recruitment, the evaluation material, the study
procedure and the method to analyze the collected results. The method has been
approved by the INSEAD Institutional Review Board (IRB). We pre-tested it with 2
participants to validate the understanding of the XAl interfaces and questionnaires
presented in this section, and to adjust the vocabulary used in the questions.

4.4.3.1 | Participant recruitment

We recruited 112 participants from a large open network of volunteers at the INSEAD-
Sorbonne University Behavioural Lab (in Paris, France), filtered to meet the require-
ments of our experiments, i.e., participants with little to no basic knowledge in Al
nor in finance. Participants were aged from 19 to 39 (on average 25.5 £ 5.3), 73 were
women and 39 were men, and there were diverse demographics (e.g., job position,

level of study, previous experience in loan application).
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To ensure the participants were non-experts in both Al and finance, we asked
them to self-report their literacy for both topics on a 5-point Likert scale. We excluded
the data of 1 participant who reported literacy scores between 4 to 5 at the end of the
experiment, despite the initial filtering. After checking the data collected, we also
excluded 2 participants who answered all open-response questions with in total less
than five words.

The results analyzed in the next sections thus rely on the evaluation collected
from 109 participants, randomly and evenly distributed across the three versions of
the interfaces we propose (see Section 4.4.3.2). The participants were distributed in
independent groups in a between-subjects setting, allowing us to compare (RQ1) the
impact of the plural condition, and (RQ2) the impact of comparative analysis features,
on the objective understanding scores and the satisfaction rates. All participants re-

ceived a 6-euro compensation at the end of the experiment.

4.4.3.2 | Material

In this work, we adopt the similar approach as the one used in the previous chapter
and adapt the material that we use for the user study. We describe in turn below the
three tested interfaces, the questionnaires for objective understanding and satisfac-
tion evaluation and the additional collected data.

Tested interfaces In this monitored experiment, we use three versions of our inter-
face corresponding to the three conditions required for the hypothesis testing. More
precisely, the different versions are designed as follows:

m Interface A is the baseline interface. It simply displays one counterfactual ex-
ample with the card-based design described in Section 4.1.3. Figure 4.6 shows a
screenshot of this version.

m Interface B is the interface with plural examples. It adds to interface A plural
counterfactual examples, as described in Section 4.3. None of our proposed
design principles are applied in this version. Figure 4.7 shows a screenshot of

this version.

m Interface C, presented in Section 4.3.2, is the interface offering the features of
comparative analysis on plural counterfactual examples. It adds to interface B
the two principles of comparative analysis described in Section 4.2. Figures 4.4
and 4.5 show screenshots of this version.
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£ s,
ESTIMATION OF WHAT NEEDS TO CHANGE TO GET
Creditworthiness adequate creditworthiness ?
Based on the borrower's information and the desired credit parameters, the model predicts that

The model predicts that creditworthiness is insufficient . We have generated an example where the minimum possible
. changes have been made to this information, in order to obtain an appropriate creditworthiness.
solvency is &

Credit
Credit
Loan duration 26 months
Loan amount €10,974
Loan duration 36 months
Instalment rate Less than 20%
Reason for borrowing Furnishing
Debtors/Guarantors None
Loan history Paid
Banking information
Current account More than 200
value €
Savings account No account

Figure 4.6: Interface A: baseline version with a single counterfactual example.

o &

ESTIMATION OF WHAT NEEDS TO CHANGE TO GET
Creditworthiness adequate creditworthiness ?
Based on the borrower's information and the parameters of the desired credit, the model predicts that the creditworthiness is
The model predicts that insufficient . We have generated various examples where the minimum possible changes have been made to this information, in order
A to obtain an appropriate creditworthiness
solvency is
We have generated 23 separate examples with the changes you need to make to your i ion to have appropria
. & search sortby  Number of changes (increasing) 4
Credit
Loan amount €10,974
Loan duraction 36 months . . . . .
Banking information Professional situation Credit
Instalment rate Less than 20%
Loan purposs Furnishing Current account Less than 200 € Professional status Employee) Loan duration 26 months
value
Debtors/Guarantors None
Loan history Paid
Banking information
Current account More than 200
value €
Savings account No account

Figure 4.7: Interface B: proposed XUI for implementing counterfactual explanations with plu-
ral examples.

Objective understanding questionnaire We design a questionnaire with 14 state-
ment questions (see questionnaire in Appendix B), for which users can either answer
"I agree", "I disagree" or "I don’t know". This questionnaire is an improved version
of the one used in our previous work presented in Chapter 3, and aims to be generic
for the assessment of objective understanding. We propose three types of questions
to capture different components of user understanding when evaluating the intelligi-
bility of XAl interfaces:
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m (i) Explanations’ nature questions measure the extent to which users understand
what type of explanations is provided by a counterfactual example. More pre-
cisely, we check whether participants understand that the provided information
is a counterfactual example. i.e, whether they agree with the statement “The interface
provided examples that suggest changes on the initial values that would have made the
model predict a different solvency.”

m (ii) Explanations’ effects questions measure the ability of users to understand how
to interpret the explanation towards the predicted outcome. In our experiment,
we measure participants understanding of the changed value as compared to
the initial values. e.g., "The model would have predicted a good solvency if the loan
duration was reduced by 10 months.”

m (iii) Explanations’ specificity questions measure the users” understanding of one
complex component specific to the explanation provided. In our experiment,
we measure participants understanding of the diversity in the generated coun-
terfactual examples and how they compare them. Thus, these questions apply
only to participants using interfaces with plural explanations. e.g., “It is easier to

reduce the loan amount than to change job position.”

For each question, an expected answer is predefined. We consider a participant pro-
vides a correct answer if his/her answer is identical to the expected one.

Self-reported satisfaction questionnaire We use the same self-reporting question-
naire as the one used in the previous chapter, adapted from the Explanation Satisfac-
tion Scale (Hoffman et al., 2018) in order to assess users’ satisfaction.

Open-response questions In addition, we ask participant two open-response ques-
tions to qualitatively measure the intelligibility of the provided explanations. For the
objective understanding, we ask participants “what examples would they select to explain
the predicted outcome”. For the satisfaction, we ask participants “if they are satisfied with
the provided explanations”. Participants can also share their insights and comments on
the study in open-response questions. We perform a thematic analysis on answers for

both questions and comments (Clarke et al., 2015).

Demographics In addition to the previous items which are related to our research
questions, a demographic questionnaire includes two questions regarding the par-

ticipant literacy in artificial intelligence /machine learning and finance, using 6-point
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Likert scales, from “Not familiar at all” to “Strongly familiar”, to ensure that partici-
pants are indeed non-expert users.

Finally, we collect basic demographic information such as age, gender, education
level and current occupation. We also ask participants their experiences with loan
applications.

4.4.3.3 | Study procedure

We conduct the user study in a lab setting at INSEAD-Sorbonne University Behavioural
Lab.

After giving written consent and prior to the experiment, participants are intro-
duced to the following experimental scenario, translated and summarized from orig-
inal language : "26-year old freelance graphic designer, Swann will be moving to a
new place to work and live in Bordeaux, France. Swann is applying for a loan to the
bank in order to fully furnish and equip this new apartment. Swann has previous
experiences with loans (for studies first and travel then) and is confident that it will
be accepted. Yet, Swann’s solvency is estimated as being not acceptable on the XAI
platform used to submit the loan application and some explanations are provided".

This scenario allows us to present the same information and explanations to all
participants, which makes the comparison and the statistical analysis significantly
easier than if participants inputted their own information into the ML system.

Then, each participant is randomly assigned to one version of the interface for the
evaluation. While interacting with the interface, they take the objective understand-
ing questionnaire, answer the subjective satisfaction questionnaire, and then answer

the open-response questions and demographics.

4.4.3.4 | Data analysis

We use three versions of the interface described in Section 4.4.3.2 to answer these re-
search questions presented in the previous section. More formally, we consider null
hypotheses of the form "the considered condition or enhancement provides no signif-
icant improvement of the considered metric". To answer RQ1, we compare the two
scores and answers (for objective understanding and satisfaction) for each of the two
enhanced interfaces (interface B with plural examples, and interface C with compar-
ative analysis on plural examples) as compared to the baseline interface (interface A
with a single counterfactual example). To answer RQ2, we compare again the two
scores and answers between the two enhanced interfaces (B and C).
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Chapter 4. XUl with plural counterfactual explanations

As the preprocessings of the collected data show that it is normally distributed,
we use one-way ANOVA to analyze (RQ1) the impact of the plural condition, and
(RQ2) the impact of comparative analysis features. Table 4.2 displays the results for

the scores and rates obtained in the experiment.

To answer the first research question towards the effectiveness of having plural ex-
amples (see Section 4.4.2), we use the seven questions from the objective understand-
ing questionnaire presented in Section 4.4.3.2 that are relevant for this comparison,
both on the nature and the effects of the explanations. As we compare the intelli-
gibility of the explanations between participants having one counterfactual example
(interface A) and participants having plural examples (interfaces B and C), we need
to ask questions all participants can answer with the provided information. Thus,
we focused on one counterfactual example that is provided on all interfaces. The
first score of objective understanding score can vary from 0 to 7 corresponding to the
number of correct answers for the 7 related questions of the questionnaire.

To answer the second research question towards the effectiveness of comparative
analysis features (see Section 4.4.2), we use all the questions from the objective under-
standing questionnaire presented in Section 4.4.3.2. We compare the intelligibility of
the explanations between participants having plural counterfactual examples (inter-
face B) and participants using comparative analysis on plural counterfactual exam-
ples (interface C). This second score of objective understanding can vary from 0 to 14
corresponding to the number of correct answers for the 14 questions of the objective
understanding questionnaire.

Finally, the user’s satisfaction is reported from 1 to 6 corresponding to the average
score over the eight satisfaction’s dimensions presented in Section 4.4.3.2.

We use one-way ANOVAs to compare the difference between the independent
groups. The significance level is defined as a= .05. We use the Tukey post-hoc test to
get adjusted p-values for multiple pairwise comparisons. Table 4.2 shows descriptive
statistics for each group and their statistical significant differences.

4.5 | Results

We use the results presented in Table 4.2 and Figure 4.8, to answer the two research
questions we consider regarding the plural condition in Section 4.5.1 and the compar-

ative analysis in Section 4.5.2.
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Means (sd) Interface A  Interface B Interface C
RQ1 Objective understanding 416 (x1.5) 5.14 (x1.3)* 5.0 (x1.1)*
ANOVA (as compared to A) - +.98 (p=.003) +.84 (p=.01)
Satisfaction 2.1 (£1) 2.5 (x1.1) 2.9 (x0.7)***
ANOVA (as compared to A) +.8 (p=.0009)
RQ2 Objective understanding - 9.78 (x1.4) 9.66 (+1.4)
Satisfaction rate - 2.5 (£1.1) 2.9 (£0.7)

Table 4.2: Descriptive analysis of the results for the two objective understanding scores and
the satisfaction rates, as well as the results of one-way ANOVAs (only when significant dif-
ferences). For RQ1: we compare the scores and rates obtained for group B and group C to
the ones for group A. For RQ2: we compare the scores and rates obtained between groups B
and C.

Significance code: *** p<.001 ; ** p<.01 ; * p<.05
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Figure 4.8: Measuring the intelligibility of the different versions of the interface: overview
of (left) the objective understanding scores for evaluating the effect of the plural condition,
(middle) the satisfaction rates for evaluating the effect of the plural condition and compara-
tive analysis features, and (right) the objective understanding scores for evaluating the effect
of the comparative analysis features.

4.5.1 | Plural condition

We measure the significant effectiveness of having plural counterfactual examples on
users’ objective understanding scores and satisfaction rates. The analysis of Table 4.2
leads to two main observations commented in turn below. First, having plural exam-
ples improves significantly objective understanding. Second, it also improves users
satisfaction but there is only a significant difference when there are comparative anal-

ysis features.
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Having plural examples improves significantly objective understanding Table 4.2
shows that interface B (plural counterfactual examples) has the highest improvement
in objective understanding with an average score of 5.14 correct answers out of 7,
i.e., .98 point more than interface A (one counterfactual example only). The one-way
ANOVA shows that this difference is significantly higher (£(1)=9.18; p=.003). The
Tukey post-hoc test also reveals significant pairwise differences between interfaces
A and B (p=.005). In addition, we observe that participants interacting with inter-
face C (plural examples paired with comparative analysis) obtain also higher scores
for objective understanding with an average score of 5 out of 7, i.e., which is .84 point
higher than for interface A. This difference is statistically significant (f(1)=6.76; p=.01)
and the Tukey post-hoc test also reveals significant pairwise differences between in-
terfaces A and C (p=.03).

Thus, we reject the null hypotheses as the scores for interfaces with plural coun-
terfactual explanations are greater than the claimed value and conclude that having
plural examples in counterfactual explanations significantly improves objective
understanding of non-expert users, both with (H1.3) and without (H1.1) compar-

ative analysis features.

Having plural examples improves satisfaction We observe that participants inter-
acting with interface B give higher satisfaction rates regarding the provided explana-
tions with an average rate of 2.5 out of 5, which is .4 point higher than participants
interacting with interface A. Yet, this difference is not statistically significant. Partici-
pants interacting with interface C (plural examples paired with comparative analysis)
also give higher satisfaction rates with an average rate of 2.9 out of 5, i.e., which is .8
point higher than for interface A. This difference is statistically significant (f(1)=11.82;
p=.006) and the Tukey post-hoc test also reveals significant pairwise differences be-
tween interfaces A and C (p=.005).

Based on these observations, we fail to reject the null hypothesis and are not able
to demonstrate the positive effect of having plural examples only on counterfactual
explanations on users satisfaction (H1.2). Yet, we reject the null hypothesis as the av-
erage rate for the interface with comparative analysis features is higher than claimed
value and conclude that having plural examples when paired with comparative
analysis significantly improves satisfaction of non-expert users (H1.4).
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4.5.2 | Comparative analysis

We measure the significant effectiveness of comparative analysis of plural counter-
factual examples, as compared to plural counterfactual examples only, on users’ ob-
jective understanding scores and satisfaction rates. We use here all 14 questions in
the objective understanding questionnaire described in Section 4.4.1, and the same
satisfaction rates as for RQ1. The analysis of Table 4.2 and Figure 4.8 leads to two
main observations commented in turn below. First, having plural examples does not
improve the objective understanding of plural counterfactual explanations. Second,

it improves satisfaction but this difference is not statistically significant.

Comparative analysis on plural counterfactual explanations does not improve ob-
jective understanding Table 4.2 shows that participants using comparative analysis
features (interface C) have slightly lower scores of objective understanding, with an
average score of 9.66 out of 14, i.e., which is .12 point lower than for participants
without these features (interface B). This difference is not statistically significant. Yet,
when analyzing Figure 4.8, we observe that the minimum score for interface C is 2
point higher than for interface B.

Thus, we fail to reject the null hypothesis and are not able to demonstrate the
impact of comparative analysis for plural counterfactual explanations on users” ob-

jective understanding (H2.1).

Comparative analysis on plural counterfactual explanations improves satisfaction
but the difference is not significant When comparing the average rates for satis-
faction among participants interacting with plural counterfactual explanations, we
can see on Table 4.2 that those who are using comparative analysis features (inter-
face C) rate their satisfaction higher, with an average rate of 2.9 out of 5, i.e., which is
4 point higher than the average rate of participants interacting with interface B. Yet,
this difference is not statistically significant.

Again, we fail to reject the null hypothesis and are not able to demonstrate the
positive effect of comparative analysis for plural counterfactual explanation on users
satisfaction (H2.2).

4.5.3 | Qualitative analysis

In combination with the statistical analysis done on the participants’ scores and rates,
we also analyze their answers for the two open-response questions presented in Sec-

tion 4.4.3.2. We conduct a thematic analysis with an iterative coding process (Clarke
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et al.,, 2015): for each question separately, we analyze in an iterative process the an-
swers without knowing the version of the interface that they were associated with,
and identify codes. Then, we analyze the codes by versions of the interface and de-
fine themes for both objective understanding and satisfaction. We then use some par-
ticipants answers to illustrate our observations (e.g., C2 refers to participant 2 who is

interacting with interface C).

4.5.3.1 | Objective understanding

For the objective understanding open-response question, we identify 11 codes, and
define 4 themes discussed in turn below.

Interpretation of counterfactual examples We identify codes related to the level
of understanding of the counterfactual examples presented to participants. For each
version of the interface, the same number of participants (between 12 and 13 in each
group) understand that with the minimum suggested changes, the predicted outcome
would have been different. Similarly, when having plural examples (interfaces B
and C), the same number of participants (respectively 11 and 10) partially understand
counterfactual examples. Most of these participants do not refer to the change values
when suggesting modifications to the input values to get the loan accepted. Indeed,
they all suggest features to change but only one participant in interface C provides
the new value as suggested on the examples (C2 says "to lower the loan duration to
26 months, to lower the bank account value to 200 euros and to change the invest-
ment rate for 20% to 25%" as suggested on different examples). Finally, we observe
2 participants interacting with interface A who do not understand that the example
suggested can be used to explain the predicted outcome, as well as for 1 participant

interacting with interface C.

Personal beliefs We also identify codes related to participants’ personal beliefs. Re-
garding interface A, most participants (21 out of 35) propose alternative explanations
based on their own beliefs to explain the predicted class. In addition to the suggested
change on the one example provided, participants propose additional changes based
on the input data they have (e.g., A6 says that in addition to have a shorter loan du-
ration, the applicant should "open a saving account, find a stable position and find
a warrant for the loan"). For interfaces B and C, there are less participants who sug-
gest personal beliefs” based explanations for the predicted class (15 participants for
interface B, and 11 for interface C).
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Feasibility of the examples For participants interacting with plural counterfactual
examples (interfaces B and C), we identify codes related to the assessment of the fea-
sibility for each suggested example. When disposing of comparative analysis (inter-
face C), 10 participants are capable of selecting the most feasible examples to explain
the predicted class. For interface B, only 4 participants are able to do so.

Association of different examples Finally, for participants interacting with plural
counterfactual examples (again, interfaces B and C), we identify codes related to the
ability of the participants to differentiate among the counterfactual examples. They
understand that the examples can be used to explain the reject of the loan, yet most
of them believe that the suggested changes from different examples can be associated
(8 participants with interface B; 7 participants with interface C). For example, partici-
pant Bl believes that the best changes that would have made the model to accept the
loan application are "to lower the amount of the loan, to find a new position and to
wait 10 years", which are three changes on three different examples in the provided
set of counterfactuals.

Review Overall, having plural examples seems to increase the intelligibility of coun-
terfactual explanations and to reduce the inference with personal beliefs. Yet, it also
can increase the risk of believing that the proposed changes can be associated. Adding
comparative analysis features on counterfactual explanations with plural examples
may reduce this risk, and allows users to better assess the feasibility of each suggested
change. Thus, these observations lead us to believe that both having plural examples
and comparative analysis are promising features to increase objective understanding

of counterfactual explanations.

4.5.3.2 | Satisfaction

Similarly for satisfaction, we identify 20 codes and define 4 themes discussed in turn
below.

Dissatisfaction First, we identify codes related to participants expression of satis-
faction. More specifically, we identify three levels of satisfaction. The first level and
most observed is expressed dissatisfaction of the provided explanations. Among the
65 participants who report they were unsatisfied, 27 of them are interacting with in-
terface A, 19 with interface B and 19 with interface C. Participants report that the
reasons why they are not satisfied are either because there is no explanation accord-

ing to them (A20 says "l am not satisfied because there are no explanations provided")
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or because the information provided is incomplete (A31 says "it misses more justifi-
cations, explanations and contextual information"). Some participants also blame the
complexity of the explanations (e.g., C22 did not know "how to interpret"” the exam-
ples, despite them being "very clear and detailed").

The second level expresses partial satisfaction. In total, 20 participants report they
were partially satisfied with the explanations (7 for interface A, 7 for interface B and 6
for interface C). Most participants appreciate the clarity of the provided interfaces, but
still believe that the explanations are too complex (B28 suggests to introduce better
how to interpret the examples "so that it could be easier to understand why this value
should change" for the model to accept the loan application).

Finally, the last level expresses satisfaction. Among the 24 participants who re-
ported they are satisfied with the explanations, only 3 of them are interacting with
interface A, 11 with interface B and 10 with interface C. In particular, participants re-
port they like to get actionable changes (e.g., B10 says "We immediately understand
which values we can change so that we can get the loan application to be accepted").
Overall, there are more participants satisfied with the explanations in interfaces B

and C as compared to interface A.

Missing explanations We identify codes related to missing content in the presented
explanations. For participants interacting with interface A, 11 of them feel that there is
no explanations provided (as mentioned above, A20 says “there are no explanations
provided"). For interfaces B and C, the number of participants who share similar

opinion is lower (2 for B, and 2 for C).

Expressed needs Also, we identify codes related to needs explicitly expressed. Whether
participants are satisfied or not with the explanations and no matter which interface
they are interacting with, 36 participants say they need further information or details
about the provided information. For example, participant C16 says that "there should
be more detailed information for some examples [...] that are counterintuitive". In
addition, 12 participants say they need more contextualization of the provided expla-
nations. Participant A32 says that "this information could be further explained and
detailed so that the borrower understands what aspect of his/her application is prob-
lematic". Finally, participants interacting with interface C express some additional
needs, such as the need to have human contact (1 participant), more transparency
over the model (1 participant), and other explanations such as the weight of features
on the predicted solvency (1 participant).
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Perceived complexity We identify codes related to the complexity of the provided
information. The expressed complexity is different from one version of the interface
to another. For interface A, 9 participants say that the provided example is either
"difficult to understand", "not intelligible" or "not feasible" according to them.

For interface B, 17 participants report that the explanations are complex. Most
reported complexity regards the organization of the provided examples. For example,
participant B28 says that "the 23 examples are a bit scattered all over the interface and
could have been grouped by category (bank information, duration of loan...)". These
insights are particularly valuable to us as we aim at addressing this issue with the
comparative analysis in interface C. Others report that the examples are also difficult
to understand, and that all examples are not always feasible.

For interface C, also 17 participants report that the explanation are complex. More
specifically, 7 participants report that the explanations are difficult to understand
completely because of lack of knowledge in the applied domain. Participant C12
says that "without previous knowledge in loans, it is difficult to understand the rea-
sons why some examples are proposed.” Also, 2 participants say that it is difficult
to understand how to interpret the explanations because of the plurality of exam-
ples (for example, participant C23 says that "the accumulation of cards make it dif-
ficult to use the platform"). Moreover, 2 participants say that the explanations are
counter-intuitive: participant C16 says that some "suggested changes" are "unclear
and counter intuitive". Finally, other participants question the feasibility of the sug-
gested examples and report that the latter are not well organized on the interface.

Review Overall, these observations lead us to believe that participants are mostly
unsatisfied with the provided explanations. They are even more unsatisfied when
there is only one example suggested. Reasons are multiple: the provided information
does not act as explanations, there is a need for more details and justification about
the suggested examples, as well as for contextualized information, and it is difficult to
interpret these examples. We believe that participants are more inclined to consider
one counterfactual example does not constitute an explanation. Yet, the complexity
seems to be increased when there are plural examples. Participants suggest that the
explanations would need to be better organized, and that they would need to be
guided on how to analyze and interpret them. These insights encourage us to believe
that comparative analysis features are promising tools to improve the intelligibility

of such explanations.
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4.6 | Conclusion

In this work, we investigate the intelligibility of explanations expressed in the form
of plural counterfactual examples that are presented to the non-expert users. This
work contributions are, first, a process for designing and evaluating an XUI for such
explanations. We investigate (i) if plural counterfactual examples are indeed better
than having a single one, and (ii) if we can mitigate the users’ confusion through a
comparative analysis enhancement when there is a high number of examples. We
propose an implementation of such enhanced explanations in an XUI for a financial
scenario related to a loan application. We perform quantitative and qualitative evalu-
ations of the collected data. In the quantitative analysis, the results show that having
plural examples does improve significantly the objective understanding of counter-
factual explanations, as compared to having one example only. It does also improve
the satisfaction, but this difference is significant only for the interface offering com-
parative analysis features. On the contrary, the comparative analysis features do not
appear to improve significantly neither the objective understanding nor the subjec-
tive satisfaction of plural counterfactual explanations. Yet, the qualitative analysis of
the collected open-response answers shows that they may reduce the inferences with
personal beliefs and help the users to better assess the feasibility of the suggested
changes. These observations lead us to believe that the comparative analysis features
are promising tools to improve the intelligibility of counterfactual explanations for
non-expert users. These results are of course dependent on the quality of the expla-
nations generated by the machine learning explainer model in the first place, prior to
the question of the presentation.

While we show in this chapter that having plural examples and offering compar-
ative analysis feature can improve the intelligibility of counterfactual explanations,
there are some limitations to our work which are important to mention.

We acknowledge that the DiCE method (Mothilal et al., 2020) is not adapted to
the Random Forest model we trained with sklearn tool, resulting in presenting the
participants with surprising counterfactual explanations. For instance, according to
one of the provided example, a huge change in the loan amount would be needed to
yield a positive outcome which is quite unrealistic. This might explain why some par-
ticipants are unsatisfied with the explanations and find it difficult to interpret them.
We believe there is room for improvement on that point and consider as future works
conducting additional user experiments applying the same protocol with other con-
figuration of the explainer as well as other explainer models.

Moreover, in the considered settings, DiCE generates 23 counterfactual examples
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based on the objective to provide users with maximum diversity in the built expla-
nation. We believe that another experiment with fewer counterexamples on a similar
enhanced XUI would be also an important topic to address.

Future works will also aim at investigating new modalities to evaluate the objec-
tive understanding and the satisfaction, in particular extending the conducted study
with qualitative methods for analyzing the collected results, such as interrater relia-
bility. We believe a qualitative evaluation might help to have move comprehensive
view of what the users understand or not about the provided explanations, as well as
their points of satisfaction or disappointment when using the XUI Other directions
for refining the conducted study will focus on other possible effects of interest. The
latter for instance include a possible correlation between objective understanding and
subjective satisfaction, the scores per type of questions we ask to the participants for
the evaluation of the objective understanding, or the users demographics.
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An ontology of inconsistencies in ML
explanations

At a fundamental level, this chapter consider the issue of inconsistency within ML
explanations from a theoretical point of view. Several issues have been reported in
the literature in an ad hoc manner: the information provided by XAI approaches does
not always have the expected impact on users” understanding, meaning they do not
necessarily provide consistent and faithful explanations of the predicted outcome or
the ML model behavior. For instance in the previous chapter, we observe the possible
link between poor explanations and explanations that are unconvincing. We believe
that these inconsistencies in ML explanations can come from both the ML system
itself and the inferences the users make with the presented explanations.

We propose to identify different sources of inconsistencies in ML explanations
and their potential impact on their interpretation. We aim at understanding the var-
ious forms they can take and we propose to organize them within an ontology, as
presented in Section 5.2 and summarized in Tables 5.1 and 5.2. This ontology is based
on a literature review of recent papers on XAl that have identified limitations to the
intelligibility of ML explanations.

This chapter is structured as follows: in Section 5.1, we discuss limitations for
the intelligibility of ML explanations and present and overview of the ontology that
we propose; then, we present in details the various inconsistencies we propose to
distinguish for this ontology in Sections 5.3 and 5.4. Section 5.5 concludes the paper
and discusses its potential implications.
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5.1 | Motivations

As presented in Section 2.2 and illustrated in Figure 2.7, the XAI framework puts into
play two actors of a different nature, namely a machine learning system and a human
user interacting with the latter. The quality of this framework output depends both
on the ability of the machine to provide a relevant explanation, and on the ability
of the user to interpret it. There are thus two potential sources of limitations for the
quality of ML explanations, as discussed in details in the next sections,

First, it appears that the information extracted by XAI approaches is not always
coherent, which can make it hard for Al practitioners to build intelligible explanations
and for designers to build consistent XUIs. Such a consistency depends on the ability
of the machine to provide a relevant explanation, which is a complex notion that has
driven many discussions (Holzinger et al., 2020; Zhou et al., 2021; Jesus et al., 2021).
We focus in particular on the dimensions of faithfulness and accuracy of explanations
in relation to the predictive model. Hence, we investigate the technical limitations of
the ML system itself for the generation of such explanations, either from the model
or/and from the implemented explanation method.

Second, even in the case where the generated explanations are coherent and faith-
ful to an accurate prediction, users can make different interpretations. An explanation
will not be interpreted the same way from one user to another, because each of them
is unique based on prior knowledge, past experiences, specific needs for example.
Hence, we investigate the explanatory limits that are specific to the user.

Overall, there can be various types of such "explanation failures", which we call
inconsistencies, when generating and displaying ML explanations, that can lead to
confusion, mistrust or erroneous interpretation and conclusion by the end user. We
believe that inconsistencies in ML explanations is an important topic to tackle when
considering one of the main challenge in XAI towards the intelligibility of explana-
tions, and to avoid explanations pitfalls.

5.2 | Overview of the proposed ontology

The methodology applied to establish the proposed ontology of explanation failures
relies on a literature review of recent papers on XAI approaches, interfaces and eval-
uations: it first collected the issues they point at, listing the limitations to the intelli-
gibility of ML explanations they highlight. We then proposed to structure them in a
three-level hierarchical structure, graphically represented in Figure 5.1 that provides
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ML system . Users
Black-b « The explanations
povoneil R > X _) are inconsistent »

Output T :

System-specific

B « I think that the explanations
-box [V — . ©
model @ > . X are inconsistent »
Output : T

. User-specific

Figure 5.1: Inconsistencies in ML explanation. In the context of an interaction between a
ML system and users, we propose to distinguish between inconsistencies that come from the
technical limitations of the ML system (system-specific inconsistencies) and inconsistencies
that come from the inferences the users make of the explanations provided by the ML system
(user-specific inconsistencies). Schematically, issues occur at the red cross position, either on
the ML side or the user side.

a visual representation of the first level, whose two types are then detailed in Fig-
ures 5.2 and 5.3 and discussed in turn in the next sections. In each case we provide
information on the potential effects for the intelligibility of such inconsistent expla-
nations with examples from the literature. We believe this structured view can be
helpful to improve XAl approaches and avoid explanation pitfalls.

As illustrated in Figure 5.1, we first propose to classify explanation inconsisten-
cies into two categories: the first one, we call system-specific, come from technical
limitations of the ML system, the second one, we call user-specific, come from the
inferences users make about the provided explanations, that are specific to each user.

First, system-specific inconsistencies may come from all components of the ML
system: from the ML model (e.g., when the prediction is inaccurate), from the ex-
plainer (e.g., when there are issues with the implementation of the explainer) or from
their combination the ML system (e.g., when the provided explanations are not faith-
ful). We summarize these limitations in Table 5.1, and discuss them in details in
Section 5.3. We believe that the system-specific inconsistencies are in fact a design
problem of ML system and that further research should be conducted to minimize
the risks of confusion in users’ perception of such explanations.

On the other hand, we propose to identify common misinterpretations of ML ex-
planations by the users, that we define as user-specific inconsistencies. When a black-
box ML model provides an accurate prediction and an explainer provides a faithful
explanation, the latter can still be misinterpreted by the users. We summarize these
users’ inconsistent inferences and their effects in Table 5.2, and discuss them in de-
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Figure 5.2: Two types of system-specific inconsistencies in ML explanations: information con-
tradictions (competing, unstable or incompatible explanations) coming from the explainer;
and misleading explanations coming from the ML system.

tails in Section 5.4 illustrating them with examples from the literature. We believe that
the user-specific inconsistencies should be known so XAI designers can understand
the users” mental model processes and support their interpretation of the provided

explanations.

5.3 | System-specific inconsistencies

Regarding the explanation failures that come from the system itself, illustrated in Fig-
ure 5.2 and summarized in Table 5.1, we propose to distinguish between two types,
respectively called contradictory and misleading explanations, and discuss them in turn

in the next subsections.

5.3.1 | Contradictory explanations

The first system-specific inconsistencies we propose to identify are related to conflict-
ing information provided by an explainer, or several explainers, that are supposed
to provide faithful information with respect to the ML model to explain. More pre-
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cisely, these inconsistencies occur when the ML system provides several explanations
or explanation parts that differ one with another, as illustrated in the next sections:
one consequence of this kind of limitation is that the users do not understand the
differences in this conflicting information, and wonder "Why is it different?”.

We propose to distinguish between three types of such contradictions, depending
on the origin of the explanation variety, that are discussed in details in the following.
In the first case, that we call competing explanation, the explanation generated by a sin-
gle explainer for a single instance is made of several components that may contain
contradiction. In the second case, that we call unstable explanations, the contradiction
comes from explanation generated by a single explainer for several instances. In the
third case, that we call incompatible explanations, the contradiction comes from expla-

nations generated from multiple explainers for a single instance.

5.3.1.1 | Competing explanations

The first case of contradictions we identify occurs when the explanation generated
by a single explainer for a single instance is made of several components that con-
tain contradictions. It is represented visually on Figure 5.2 with a black box model
outputting a single prediction (depicted as an atom) that is transferred to a single ex-
plainer (represented as a disk) that generates several results (depicted as histograms).
Note that the same principle applies to the case of global explanations that provide in-
formation about the ML model’s behavior, when these explanations also break down
to several components.

This case can for instance occur when the explanation is composed of multiple,
and usually diverse, counterfactual examples (Mothilal et al., 2020; Rodriguez et al.,
2021; Suffian et al., 2022). The latter are then competing by definition: they can sug-
gest contradictory modifications to the considered instance so as to change the associ-
ated predictions, either involving different features or different variations on similar
features. Depending on the set of involved features, the modification of the values for
one of them may even apply to opposite directions. They may make their interpre-
tation confusing for end users. For instance in the previous chapter, DiCE (Mothilal
et al., 2020) generates some inconsistent counterfactual examples, suggesting contra-
dictory directions for the amount of savings (i.e., increasing or decreasing their value).
In another example for image data, current methods for generating multiple counter-
factual explanations are limited to small contiguous regions of features with high
influence on the target model outcome (Rodriguez et al., 2021). In doing so, there are
increased chances for these explainers to generate competing changes on the input,
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resulting in generating more confusion for the end users (Suffian et al., 2022).

In the case of explanation in the form of feature importance scores, the computed
weights often consider the features independently one of another (Ribeiro et al., 2016).
Yet, some of these weights can be impacted by hidden correlations between features
(Slack et al., 2020), which can result in competing feature weights between some fea-
tures. For example in Chapter 3 for a smart insurance pricing scenario, the SHAP
method can be used to provide explanations on the predicted price. For a car insur-
ance for a 52 year-old mother and her 21 year-old daughter, the explanations provided
gives a significant weight for the mother’s age and an insignificant weight (close to
zero) for the daughter’s age (although the lack of experience in driving should have
a higher impact). Hence, the expected influence of the daughter’s age has potentially
been shifted to the one of the first driver (i.e., the mother). In this case, this contradic-
tion can be explained by the current limit of such interpretability method that cannot
handle correlation between features.

5.3.1.2 | Unstable explanations

The second case of contradictions we propose to identify are so-called unstable expla-
nations, it may be encountered for local explanations but not global ones. In this case,
a single explainer, that provides single faithful explanations, is applied to several sim-
ilar instances with similar outcomes. It can be expected that the explanations should
be similar, which is known as a robustness requirement of the explainer (Mishra et al.,
2021; Alvarez Melis and Jaakkola, 2018). Yet, it can be the case that the explainer does
not meet this requirement and extracts different pieces of information from one in-
stance to another, which results in user confusion.

In particular, experimental comparison of explanation generated by an explainer
under small perturbations of the input values of an instance have shown that popular
methods such as LIME (Ribeiro et al., 2016) and SHAP (Lundberg and Lee, 2017) can
lead to such unstable explanations. It has also been demonstrated that choosing an
adequate sampling strategy for generating the instances used to fit such a surrogate
model has a major impact on the quality of the approximation of the local black-box
decision boundary and thus on the accuracy of the generated explanation (Laugel
et al., 2018b).

When the model input remains unchanged, it has been observed as well that cur-
rent model-agnostic methods can provide different explanations when modifying the
underlying model (e.g., adversarial model manipulation) (Heo et al., 2019). A related
issue is that of explanation fairwashing (Dimanov et al., 2020; Mishra et al., 2021;
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Description Examples Effects ‘ References

Contradiction (location: explainer)

Competing explanation Multiple  counterfactual Slack et al. (2020)

For a single instance, one | examples can suggest Rodriguez et al

explainer method can gen- | competing variations for (2021)

erate competing explana- | the same attribute’s value Suffian et al. (2022)

tions. These explanations | (Suffian et al., 2022) Bove et al. (2022)

are all faithful but vary at

some levels, creating in-

formation contradiction

Unstable explanations LIME and SHAP can . Alvarez Melis and
Users can find

An explainer can extract
different information for
two similar instances with
similar ML predictions,
making the explanation
process unstable.

generate different expla-
nations for one instance,
due to small perturba-
tions (Alvarez Melis and
Jaakkola, 2018)

Incompatible
tion

For one instance, various
types of explainers (e.g.,
feature importance, rules,
example-based) can gen-
erate explanations that do
no agree

explana-

Local and global feature
importance scores can be
different for a single in-
stance (Harel et al., 2022)

it confusing and
it can limit their
ability to build an
accurate mental
model of the ML
system

Jaakkola (2018)
Heo et al. (2019)
Anders et al. (2020)
Dimanov et al.
(2020)

Mishra et al. (2021)
Visani et al. (2022)

Olah et al. (2018)
Wang et al. (2019)
Barredo Arrieta
et al. (2020)

Harel et al. (2022)

Misleading (location: ML system)

The ML system provides
users with a convincing
explanations that do not
reflect potential issues
within this system.

The ML model outputs an
erroneous prediction and
the explainer gives faith-
ful but misleading expla-
nation (Papenmeier et al.,
2019)

The ML model gives an
accurate prediction but
the explainer extracts
erroneous, yet convincing
information (Ye and Dur-
rett, 2022)

Users can be fooled
by these explana-
tions, misleading
their decision
making processes.

Guo et al. (2017)
Guidotti et al
(2018)
Papenmeier et al.
(2019)

Jacovi and Gold-
berg (2020)
Dimanov et al.
(2020)

Ye and Durrett
(2022)

Table 5.1: Ontology of common system-specific inconsistencies in ML explanations, due to
technical limitations of the ML system. Each identified type of inconsistency is described and
illustrated with examples and references from the literature, with their potential effects on the
intelligibility of the ML explanations
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Anders et al., 2020), that raises ethical issues about the explanation generation task:
experiments have shown that is is possible to train a model that has the same pre-
diction as a reference one, and thus the same accuracy, but that leads to explanations
hiding the bias, i.e., the role of sensitive features.

5.3.1.3 | Incompatible explanations

The third case of contradiction we propose to identify are called incompatible expla-
nations and arise in a different setting, when several explainers are used to gener-
ate explanations for a given instance (local explanations) or machine learning model
(global explanations). Now there is no guarantee that these explanations agree one
with another. The notion of agreement may be not straightforward to define in the
case where the explanation types differ, for instance for counterfactual examples and
feature importance vectors, but they are for a given type. As the variety of explain-
ers within a type aims at offering different properties, they usually provide different
results. For instance the weight scores computed by LIME and SHAP do not always
lead to the same feature importance ordering.

On one hand, providing users with interfaces that present various types of expla-
nations can be particularly important when the decision to make may have a con-
siderable impact. For example, for a medical diagnosis Al-based tool, some doctors
have reported that they need to understand both the weight of each symptom on the
predicted disease, and they also need to confirm one diagnosis by comparing it with
similar and alternative diagnosis for similar instances (Wang et al., 2019). Yet, current
methods have been studied in isolation, meaning that the explanations they provide
are not necessarily compatible (Olah et al., 2018; Barredo Arrieta et al., 2020). For ex-
ample, Harel et al. (2022) show that local and global feature importance scores can be
different for a single instance.

5.3.2 | Misleading explanations

We also propose to identify misleading explanations as another system-specific in-
consistency in ML explanations as described in Table 5.1 and illustrated in Figure 5.2.
The inconsistency concerns one of the two cases marked with a cross: either regard-
ing the prediction or the implementation of the explainer. Hence, we consider two
scenarios where the ML system is dysfunctional. In the first one, an explainer pro-
vides accurate explanations for an erroneous prediction given by the ML model. In
the second one, the prediction is accurate and the explainer gives a convincing but

false explanation. Either way, the ML system retrieves an explanation that can be
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misleading (e.g., users believe they can trust the explanation and use it to make a
decision), which increases the risk of misinterpretation (e.g., the explanation is false
and should not used by users).

An important criteria for the explanations” quality is their faithfulness to the ML
model (Guidotti et al., 2018). However, ML models can output confident but incorrect
predictions (Sanchez et al., 2022), and an explainer can be faithful to this model and
generate accurate explanations. In such context, these explanations can be useful for
calibration (Guo et al., 2017; Ye and Durrett, 2022), but they can also be also harmful
for the users with low levels of awarness (Jacovi and Goldberg, 2020; Papenmeier
etal., 2019).

On the other hand, an explainer can also generate convincing but false expla-
nations for an accurate prediction. For example, it has been demonstrated that the
explanations generated by large language models can be unreliable, even for a very
simple synthetic dataset (Ye and Durrett, 2022). When measuring model’s fairness, it
has also been demonstrated that explanation attacks can mask a model’s discrimina-
tory use of a sensitive feature (Dimanov et al., 2020). Again, these explanations can
also be harmful for the users who will not be able to perceive their inaccuracy.

5.4 | User-specific inconsistencies

In the ontology that we propose, we also identify inconsistencies coming from the
users, as illustrated in Figure 5.3. As opposed to the system-specific inconsistencies,
we assume that the ML system here is functional: a ML model (depicted as a black-
box) provides an accurate prediction (depicted as an atom) and an explainer generates
faithful explanations (depicted as a disk). In other words, we make the assumption
that there are no system-specific inconsistencies. However, each user makes his/her
own interpretation of the ML explanations, and not all will have the same difficulties.
This can lead to inconsistencies that come from either the inferences the users make
of the explanations (depicted as a cross next to the users) or a mismatch in objectives
(depicted as a cross between the users and the ML system). We propose to distin-
guish between three types of user-specific inconsistencies: in the two first case, which
we propose to call counter-intuitive inferences, biased reasoning and mismatch infer-

ences respectively, and discuss in turn in Sections 5.4.1, 5.4.2 and 5.4.3.
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ML system Users User-specific inconsistencies ‘
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Figure 5.3: User-specific inconsistencies in ML explanations: counter-intuitive explanations,
biased reasoning and mismatch explanations. On one side, the ML black-box model gives an
accurate prediction and an explainer generates faithful explanations. On the other side, the
users receive the explanations. Here, users are perceiving inconsistencies in ML explanations
despite the accuracy of the ML system.

5.4.1 | Counter-intuitive explanations

First, we propose to identify counter-intuitive explanations when the provided in-
formation does not support what users have learned or experienced in the past. There
are many definition of prior knowledge in the literature, in various domain such as
cognitive psychology and artificial intelligence (e.g., see the discussion proposed by
Dochy and Alexander (1995)). As we analyze the users’ perceptions of ML explana-
tions, we consider here the following definition: "stored knowledge about the world
that have been acquired by an individual" (Brod et al., 2013). In a ML context, the
explanations can differ from the users’ acquired knowledge and past experiences,

which can make the latter question or reject these explanations.

First, the users” acquired knowledge can have an impact on the perception of the
explanations provided by the ML system (Nourani et al., 2022). We refer to acquired
knowledge for the objective information and / or skills that one individual has learned
in the past, such as domain expert knowledge. In the literature, it has been demon-
strated that domain experts sometimes disagree with these explanations. In the en-
vironmental area, some experts were skeptical about using Black-Box ML models
when the explanations for one prediction do not correspond to their expert knowl-
edge (Palaniyappan Velumani et al., 2022). In another study, it has been argued that
fraud agents or actuaries can disagree with a prediction when the explanations pro-
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vided by the ML system are counter-intuitive as compared to their knowledge (Col-
laris et al., 2018). Moreover, past experiences can also have an impact on the percep-
tion of ML explanations. For example, users may expect that there can be intuitive
changes in counterfactual examples because they have experienced the same logical
path in real life (e.g., in a loan application, if the users can increase the income, then
they can increase the average credit card usage and increase the mortgage too (Suffian
et al., 2022). In social sciences, researchers argue that people tend to ignore an infor-
mation that is inconsistent with their beliefs from past experiences (Thagard, 1989;
Nickerson, 1998). Researchers in neuroscience have also identified patterns of brain
activity that underline the users” ability to interpret based on past experiences (Sohn
etal., 2019). Thus, we believe that the users may perceive some explanations as being
absurd as they do not correspond to what they would have expected based on past
experiences. Some works in XAI that have identified this problem propose to fix it
by integrating the users” knowledge directly in the generation of explanations (Ustun
et al., 2019; Mahajan et al., 2019; Jeyasothy et al., 2022).

5.4.2 | Biased reasoning

Second, we propose to identify biased reasoning when the users make inaccurate
inferences of accurate and faithful ML explanations. In this context, we consider that
users do not have prior knowledge and build their understanding of the explanations
during the interaction with the ML system. In the literature, researchers demonstrate
that despite having faithful explanations, some users with no prior knowledge and
no past experiences can misinterpret the explanations (Cheng et al., 2019; Cai et al,,
2019; Zhou et al., 2021), and overrate the depth of their knowledge when interacting
with such system (Chromik et al., 2021). Other works also show how people’s biases
can have an impact on explanations interpretation Miller (2019); Bertrand et al. (2022);
Nourani et al. (2021); Gajos and Mamykina (2022); van der Waa et al. (2021).

When lacking prior knowledge, users build a mental model of a ML system based
on the interaction they have with this system. Yet, their mental models can be inaccu-
rate despite the faithfulness of the explanations provided. In cognitive sciences, it has
been demonstrated that people often form an inaccurate understanding of complex
systems and often overrate the depth of their knowledge Mueller et al. (2019). For a
university admission explanation interface, both the objective and the self-reported
understanding of non-expert participants are measured, and the results show differ-
ences in both scores: some are higher for the self-reported understanding than for
the objective one (Chen et al., 2021b). Similar results are found in Chapter 3 for the
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enhanced XUI we propose for the non-expert users. It has also been demonstrated
that people can fall into the illusion of explanatory depth when interacting with ML
explanations: they can form false or incomplete interpretations of the explanations
and believe they understand better than what they actually do (Rozenblit and Keil,
2002; Chromik et al., 2021). Overall, these findings implies that people might over- or
under trust ML explanations (Rudin, 2018; De Visser et al., 2020; van der Waa et al,,
2021)

These disparities in understanding of explanations may also result from the im-
pact of cognitive differences between users. People’s cognitive biases on the inter-
pretation of ML explanations have also been studied (Miller, 2019; Bertrand et al,,
2022). In particular, it is argued that explanations can bias the users and impair their
decision-making process, and that these biases vary from one individual to another,
making it challenging for expecting a uniformed interpretation of information pro-
vided.

We argue it is important to understand the reasons of the gaps between the ob-
jective and perceived understanding so researchers can improve XAI techniques ac-

cordingly.

5.4.3 | Mismatching explanations

Finally, we propose to identify mismatch explanations when the format of the ex-
tracted information is not meeting the users’ expectations towards the ML system.
These expectations can vary depending on the context of the interaction, the back-
ground knowledge of the users or the output of the model, which makes it challeng-
ing to select the adequate XAI methods.

Depending on the context of the interaction, users have different needs and ques-
tions regarding the ML system, as discussed in Section 2.2.4.2. Hence, the explana-
tions generated may vary from one approach to another, and not all of them answer
the same question. User questions usually focus on specific needs, and only a lim-
ited number of XAI approaches can be used to answer them. During the co-design
workshop for an Al-based diagnosis tool with doctors (Wang et al., 2019), many of
the latter reported that they would prefer alternative hypotheses (e.g., counterfactual
examples) rather than factual explanations (e.g., local feature importance). These user
questions may also vary depending on the model’s output. For example, the Expec-
tation Confirmation Model (Bhattacherjee, 2001) postulates that user satisfaction and
acceptance of a system is directly related to the difference between initial expectations
and their actual experience. For an imperfect Al powered email scheduling assistant
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support what the
users have learned
or experienced in the

to what the domain
expert would expect
(Collaris et al., 2018)

or question the trust-
worthiness of the ML
system

Description Example Effect References
Counter-intuitive The provided infor- | The users may re- | Thagard (1989)
Explanations do not | mation is contrary | ject the explanations, | Nickerson (1998)

Collaris et al. (2018)
Sohn et al. (2019)
Nourani et al. (2022)

1

The extracted infor-
mation do not cor-
respond to need of
the users in terms of
explanations.

needs, wusers can
have different why-
question regarding
the ML system that
requires specific XAl
techniques for each

system as it does not
deliver the expected
performances.

past Palaniyappan Velumar
et al. (2022)
People can fall into Rudin (2018)
the illusion of ex- Cai et al. (2019)
planatory depth Miller (2019)
(Chromik et al., 2021) Mueller et al. (2019)
De Visser et al. (2020)
Users with no prior Chen etal. (2021b)
Users it o pror knowledge may | (OR TS TR0
K led P K . overtrust or under- Ch ik ot 1 2021
knowledge make | The explanations | {.ust  the explana- romik et al. ( )
maccqrate inter- | can bias the users tions, independently van der Waa et al.
pretlatlof;s of the and impair their | fon the quality of ](32021)t L o
explanations. decision-making the ML system BOVte e ; .t( : 2)022
process (Bertrand ertrand et a - : )
et al., 2022) Gajos and Mamykina
(2022)
Rozenblit and Keil
(2002)
Suffian et al. (2022)
Mismatch Depending on their | Users reject the ML | Wang et al. (2019)

Liao et al. (2020)
Riveiro and Thill
(2021)

Table 5.2: Ontology of common user-specific inconsistencies in ML explanations, due to user
inferences. Each identified type of inconsistency is described and illustrated with examples
and references from the literature, with their potential effects on the intelligibility of the ML

explanations.

(Riveiro and Thill, 2021), it has been demonstrated that adjusting the explanations

according to users’ expectations improves satisfaction and acceptance. Background

knowledge of the users may also be important to consider when selecting an XAI ap-

proach. For example, users who lack skills in Al can find it hard to interpret some

visual explanations like partial dependency plot (PDP) or individual conditional ex-

pectation (ICE) graphs. Recent work also demonstrates that lexical alignment im-

prove the understanding an explanation provided by a conversational agent (Srivas-

107



Chapter 5. An ontology of inconsistencies in ML explanations

tava et al., 2023).
Overall, understanding both the users needs and adapting the explanations ac-

cordingly would help avoiding mistmatch explanations.

5.5 | Conclusion

In this chapter, we propose an ontology of common inconsistencies in ML explana-
tions. We review recent works in XAI and identify various limitations for generating
intelligible explanations to the end-users. We propose to distinguish two sources of
inconsistencies: system-specific inconsistencies due to technical limitations of the ML
system, and user-specific inaccurate inferences the users make of the ML explana-
tions. We propose to identify various types of inconsistencies from both sources, and
describe them in details with examples from the literature and potential effects on the
users’ understanding. We believe this ontology can help Al practitioners better un-
derstand current limitations when generating ML explanations for a ML system and
avoid explanation pitfalls.

We also discuss some challenges in XAI to improve the quality of ML explana-
tions. Future works include a deeper understanding of each type of inconsistency
with additional use cases and user studies to identify their effects on the users” un-
derstanding. We also believe that studying the combination XAI techniques would
be beneficial to mitigate gaps in explanations and help to build more complete ones
for the users. Finally, user studies are needed to understand users’ variation in inter-

pretation of ML explanations.
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Summary of the contributions

In this thesis, we investigate the intelligibility of Machine Learning in the following
context: on one side, an opaque classifier or a regressor provides a prediction, and an
XAI post-hoc approach generates pieces of information as explanations; on the other
side, users receive both the prediction and the explanations.

We address several issues that can arise in such a context, and that might limit the
quality of the explanations: the lack of contextual information in ML explanations,
the unguided design of functionalities or the user’s exploration, as well as confusion
that could be caused when delivering too much information. All these issues make
it difficult for users to have an accurate interpretation of the explanations, especially
when they have little to no knowledge in Al nor in the applied domain. To address
these issues, we develop an experimental procedure to design and evaluate intel-
ligible ML explanations. We identify several opportunities for XAl enhancements,
and turn them into generic XAI principles that are implemented into explanation
user interfaces. The latter are then used to evaluate intelligibility of these explana-
tions through user studies, measuring both objective understanding and subjective
satisfaction. In particular, we investigate two types of XAl approaches: local feature
importance in Chapter 3 and plural counterfactual examples in Chapter 4.

For local feature importance, we propose XAl principles for contextualization and
exploration. Moreover, we propose an implementation of these principles into an
XUI for an insurance scenario. Finally, we use this enhanced XUI to conduct a user
study in a monitored lab setting with 80 non-expert participants and evaluate the ef-
fectiveness of such enhancements on the two dimensions of the intelligibility. The
quantitative analysis of the results demonstrate that contextualization principles sig-
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nificantly improve user’s satisfaction and are close to significantly improve user’s
objective understanding. Also, the results show that the exploration principles sig-
nificantly improve user’s satisfaction.

Similarly, we adapt this experimental process for a second type of explanations in
the form of plural counterfactual examples. We propose XAI principles for integrat-
ing comparative analysis tools, and their implementation into an XUI for a financial
scenario. We use this enhanced XUI to conduct another user study with 112 non-
expert participants. We evaluate the effectiveness of the plural condition and com-
parative analysis principles on the two dimensions of the intelligibility of counterfac-
tual explanations. The method used for the evaluation is similar to the one proposed
in the first case, and adapted to this context. The quantitative analysis of the results
shows the effectiveness of the plural condition, both on objective understanding and
satisfaction scores, as compared to having a single counterfactual example. The qual-
itative analysis shows that the proposed comparative analysis features are promising
approaches to improve the intelligibility of such explanations, even if the participants
partially report they are not satisfied by counterfactual explanations, as they perceive
them as incomplete and too complex.

At a fundamental level, we consider the issue of inconsistency within ML expla-
nations from a theoretical point of view. Several issues have been reported in the liter-
ature in an ad hoc manner. We propose an ontology that structures the most common
inconsistencies in XAl In particular, we propose to distinguish between two types of
inconsistencies: those coming from the Machine Learning system, and those coming
from the users’ misinterpretations. We believe this ontology can help Al practitioners
better understand the current limitations when generating ML explanations for a ML
system and avoid explanation pitfalls.

Future works

The contributions of this thesis open several opportunities for further works. Beyond
perspectives discussed in the chapters’ conclusions, these include prospective works
on the proposed experimental process for designing XAI principles and evaluating
XUlIs, as well as mitigating limitations for providing qualitative ML explanations.
Four main research directions are identified and developed in the following sections.
First, we discuss perspectives to extend the conducted work to other XAI approaches
and applications. Then, we discuss new design enhancements opportunities for local

explanations. Next, we discuss some fundamental challenges that we have identi-
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fied in the explanation process and did not study. Finally, we identify perspectives
opening the discussion for future Human-Computer Interaction contributions in Al

research.

A transversal experimental process

A first perspective would be to develop the experimental procedure of this thesis for
different XAI approaches, application contexts and kinds of users. This would allow
us to have a holistic view of the intelligibility of various XAI methods.

First, one perspective is to investigate design enhancements for new types of ex-
planations. In this thesis, we are interested in the intelligibility of local explanations
in the form of counterfactual examples and feature importance for non-expert users.
As discussed in Chapter 2, there is a great variety of explanations: according to hier-
archical level (local or global), natures (e.g., feature importance, counterfactual exam-
ples, rules) and XAl approaches (e.g., LIME, SHAP, DiCE). We can study the extent to
which this information can improve the objective understanding on the model’s be-
havior. Also, studying several modalities of explanations would allow us to compare
the intelligibility of these modalities for a specific group of users. Likewise, study-
ing the same explanation modality for different groups would make it possible to
compare them and better understand the disparities between these groups.

Another approach consists to apply the design enhancements we propose in a
different application context. In this thesis, we have proposed several implementa-
tions of these principles in XUIs for two insurance scenarios. As reported in the user
studies, insurance companies can be perceived negatively, and consequently this can
have an impact on the obtained results. Implementing these principles in a different
application setting with a well-established trust before interacting with the ML sys-
tem (e.g., a medical tool for health) would allow to confirm the transversality of these
design principles.

Deepening the study on local explanations

A second perspective is to continue investigating potential design enhancements for
human-centered local explanations. In particular, we discuss in turn below two di-
rections opportunities: personalizing the explanations and presenting them in con-
versational interfaces.

The proposed interfaces and conducted experiments show the interest of display-
ing personalized information to the users. It appears that part of this information can
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be defined beforehand through common knowledge about users preferences. For in-
stance, some variants of counterfactual examples, used in this thesis, suggest changes
that are considered to be feasible, and others that are not. In a "human-in-the-loop"
paradigm, it would be interesting to go deeper into personalization. By collecting
users’ needs in an automated way, the explanations can be tailored to each of them.
For example, when the objective of an explanation is to optimize the prediction, a
counterfactual example may propose a change that is usually feasible, but a user may
not be able to do it because of his/her personal situation. Personalizing the explana-
tions would thus allow to offer users with only the information they need. The ques-
tion of how to collect these needs arises. We believe that investigating new interactive
and dynamic design enhancements to collect such needs in XUIs would contribute to
provide personalized and useful ML explanations.

Another interesting topic to study is the representation of explanations through
the interface. In this thesis, we explore the usefulness of visual interfaces to present
ML explanations but there are other interaction modalities (see Chapter 2), in par-
ticular the conversational mode. Indeed, users have progressively become familiar
with conversational Als (e.g., from voice assistants like Alexa to chatbots like Chat-
GPT). One perspective would be to enrich the representations explored in this thesis
by providing explanations in the form of text, i.e., presented in conversational inter-
faces. The provided explanations may thus become a dialogue (i.e., questions from
the users and corresponding answers from the machine) and take a whole new di-
mension: the interaction modality is natural for users; there is a narrative logic that
allows temporizing the current information; and users may have the ability to ex-
press their needs with their own words. We believe that studying such a modality
for the display of explanations would allow to better understand users’ processes for
analyzing and understanding ML explanations.

Investigating fundamental challenges in ML explanations

Other directions of research consist in extending the study of fundamental challenges
in ML explanations, that have been identified but not addressed in this thesis. We
focus on intelligibility and other criteria need to be considered for the quality of an
explanation, such as trust and consistency.

The notion of trust represents a real challenge for explainability, as the two are
related concepts: a "trustworthy" Al is often perceived as an "explainable" one. Trust
is a factor that plays an important role in the adoption of any sort of systems. It is
a complex topic that has given rise to many definitions in a wide variety of research
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areas, as well as many works in XAL In the context of an interaction between a user
and a ML system, trust can be impacted by the application domain. In this thesis, we
observed that many people perceive negatively insurance companies, which can have
a direct impact on the understanding of an automated system provided by the latter.
In such a context, one perspective is to study the construction and evolution of trust.
We believe this would help Al practitioners to create more qualitative XAl approaches
and to minimize the risks of over or under-trust (e.g., by comparing discrepancies
between objective and subjective metrics). It would also help build XUIs that users
can appropriately rely on to support their decision-making (e.g., in finance, users can
rely on a trustworthy robot advisor for their assets management).

Besides, the ontology we propose identifies and categorizes common inconsisten-
cies in ML explanations. It allows to know how to work on these issues. In particular
for the quality of explanations, we should investigate first the inconsistencies that are
specific to the ML system, and then the ones that are specific to the users. For exam-
ple, it is likely to imagine that users may have not just one question but multiple ones
regarding the ML system. Hence, building XUIs with multiple types of explanations
may be useful to them. Yet, not all XAl approaches are compatible with each other.
The same type of approach (e.g., feature importance) can generate contradictory in-
formation depending on whether the explanations are local or global. This is also
true for the combination of several types of approaches (e.g., feature importance and
conterfactual example). In such a context, we believe that mitigating these inconsis-
tencies would be beneficial for the design of XUIs combining several XAl approaches.
Another perspective oriented towards the users is to study their perceptions and un-
derstandings of potential discrepancies between diverse types of explanations, so as
to better design such XUIs.

Human-Computer Interaction in Al

Beyond the scope of XUIs, we identify other relevant topics for Human-Computer
Interaction contributions in AL

When interacting with XUlISs, users perceive the system as more "intelligent" than
it is. This problem can be observed in the more general framework of Al In particu-
lar with generative Als (e.g., ChatGPT), the natural interaction modalities make such
systems playful and invite the users to request for more complex tasks than what
these Als are able to do. There is thus a risk that users overtrust them due to their
increased sophistication. These risks are even more fundamental than those men-

tioned in the ontology. A research perspective is to study the perception of these new
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interaction modalities in order to see how to help the users having an appropriate
understanding of the capabilities and limitations of these Als.

Moreover, we believe another direction is to consider the collaboration between
humans and Al Generative Als can blend into everyday tasks, making it possible to
imagine that expert users can team up with these Als to improve their performance on
given tasks. For example, such Als can be used in creative tasks (e.g., assisting game
designers in the modeling of an environment). It requires that the expert users trust
the Al agents for such tasks, as discussed in a work perspective previously developed.
Hence, studying the trust building in such Als and analyzing what types of tasks
are easier to be delegated to an Al would be relevant to improve the adoption and

relationship between the end-user and an Al agent.
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Proposed XUI for local feature
importance: evaluation materials

In this appendix, we present in details the evaluation material used for the evaluation
of the proposed XUI described in Chapter 3: the usage scenario presented to partici-
pants during the study, the experimental setup at the INSEAD Behavioural Lab, the
detailed questionnaire for measuring objective understanding, and the pilot study.

A.1 | Usage scenario for participants

Participants are presented with the same basis scenario as follow:

Marianne (47 year old), lives with her daughter, Lucille (21 year old) in Bourg la Reine,
near Paris (France). Lucille will start her internship in Marne-la-Vallée (France) next month
and will have to take her mother’s car to go to work. Marianne would like to change her insur-
ance policy to provide better protection against accidents and damages because her daughter
is a young driver.

The information that Marianne has filled in to take out a new car insurance policy:
m Her personal information (gender, age, year of license, place of residence)

m Her daughter Lucille’s personal information (title, age, year of license, place of resi-
dence)

m Her vehicle’s license plate (information retrieved from the INSEE database: Make and
model of the vehicle, engine power, maximum speed, type of power supply, cubic capac-
ity, age, start and end dates of the model... )

m [nformation about her insurance history (her Bonus/Malus, her contract)
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m Her insurance coverage preferences (intermediate +), payment frequency (annual) and
insurance options (second driver option for Lucille)

After filling in all this information, Marianne discovers the price that this insurer is of-
fering online (based on all the information she has provided) and the explanations that will
allow her to understand this price. Does this explanation allow her to make an informed deci-

sion? Your role will be to look at the explanations given for this price and give your opinion
to Marianne.
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A.2. Experimental setup in lab

A.2 | Experimental setup in lab

Figure A.2: On each isolated desktop, participant has a printed scenario, and a computer with
the assigned version of the interface
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A.3 | Objective understanding questionnaire

This section lists the questions asked to the user-lab experiment participants to evalu-

ate the proposed interface, translated from the original language. In all cases, except

for the open-response question, the participant must choose between three answers:

I agree with Marianne
I disagree with Marianne

I don’t know

A.3.1 | Explanations’ scope

Marianne thinks that the fact that both drivers are women has an impact on the

proposed premium price. Do you agree with her?

Marianne believes that the relationship between the two drivers has an impact
on the proposed premium price. Do you agree with her?

Marianne thinks that her age has an impact on the proposed premium price. Do
you agree with her?

Marianne thinks that the maximum speed of her vehicle has an impact on the

proposed premium price. Do you agree with her?

Marianne thinks that the level of coverage she has chosen has an impact on the
proposed premium price. Do you agree with her?

Marianne believes that her choice not to take the pay-per-mile option has an
impact on the proposed premium price. Do you agree with her?

Marianne believes that her vehicle information is used to calculate the proposed

premium price. Do you agree with her?

Marianne believes that only the 1st driver’s information is used to calculate the

proposed premium price. Do you agree with her?

A.3.2 | Explanations’ effect

Marianne believes that her bonus/malus percentage has less of an impact on
the quoted premium price than her total historical insurance period. Do you
agree with her?
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A.4. Pilot study

® Marianne thinks that the make of her vehicle has less of an impact on the price
of her premium than her model. Do you agree with her?

® Marianne thinks that Lucille’s age has less of an impact on the proposed pre-
mium price than her age. Do you agree with her?

m Marianne believes that the use she and her daughter have of their vehicle does
not affect the proposed premium price. Do you agree with her?

m Marianne thinks that the level of coverage she has chosen increases the price of
the premium quoted. Do you agree with her?

® Marianne believes that the appraised value of her vehicle increases the pro-

posed premium price. Do you agree with her?

® Marianne believes that her age decreases the proposed premium price. Do you
agree with her?

A.3.3 | Explanations’ locality

® Marianne thinks that the impact of the information she provided on the pro-
posed premium price would be the same for sure for all other people who have

similar information to her and Lucille. Do you agree with her?

® Marianne thinks that the proposed premium price would be the same for sure
for all other people who have similar information to her and Lucille. Do you
agree with her?

m Marianne thinks that if she and her daughter had another vehicle, the proposed

premium price would remain the same for them. Do you agree with her?

m Marianne thinks that if she had a higher bonus/malus percentage, the proposed

premium price would probably be different. Do you agree with her?

® Marianne thinks that if the value of her vehicle was estimated to be lower, the
impact on the proposed premium price would surely be different.

A.4 | Pilot study

This section presents the first experimental evaluation in an online settings to evalu-

ate the evaluation material. In this pilot study, we evaluate the intelligibility of a first
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version of contextualization principles we propose and their implementation into an
XUI for the same insurance scenario, as presented in Chapter 3. We describe in turn
the questionnaires, the study design and the results for this pilot study. We use the
results of this pilot study to correct and finalize the experimental procedure we de-

velop.

A.4.1 | Pilot questionnaires

We use a simplified version of the evaluation material described in Section 3.6.1. We

measure both the objective understanding and satisfaction.

Objective understanding We propose four types of questions to check the user ob-
jective understanding. The details of the questionnaire are provided in A.

m (i) Feature Importance Questions measure the extent to which the user under-
stands the relative influence of the attributes on the prediction, e.g., "Does feature
X impact more the prediction than feature Y ?”.

m (ii) ML Information Questions measure the user’s effective understanding of
what the ML system is and how it works, e.g., “Are the explanations provided based

on the average prediction?”.

m (iii) Local Explanation Questions measure the user’s understanding of the dif-
ference between the influence of his/her attributes and global explanations, e.g.,
"Will the prediction remain for sure the same even if feature X is different?”.

m (iv) Interpretation Questions measure the extent to which the user processes
the explanations provided to understand the price, e.g., “Does this information/event

influence the prediction?”.

We design two quiz questions for each of the four types. For statement questions,
three answer options are provided: "true", "false" and "I don’t know"; for one-choice
questions, lists of possible answers are offered as well as an "I don’t know" option. We
measure the answer correctness and time to answer each question. The 8 questions
are as follows:

Question 1: The model of your vehicle influences more your price than the number
of children you have at charge.
True

False
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I don’t know

Question 2: What is the influence of the gearbox of your car on your price?
It increases my price

It doesn’t change my price

It decreases my price

I don’t know

Question 3: Even if you were older, you would get the same price for sure.
True

False

I don’t know

Question 4: If you were living in another city, you would probably get a different
price.

True

False

I don’t know

Question 5: Which one of your information doesn’t influence your price?
My age

My vehicle’s power supply

My job occupation

My residence area

I don’t know

Question 6: Again, which one of your information doesn’t influence your price?
The model of my vehicle

The number of children at my charge

My gender

My job occupation

I don’t know

Question 7: Your price is calculated based on an average price of 15.5€
True

False

I don’t know

Question 8: Your information increases your price by 1.15€.

True

False

I don’t know
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Discover your plan

Understand your price

Based on your personal information and
coverage needs, we have selected the best
car insurance option for you.

Your price is calculated based on an average price and is influenced by your personal informations.
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Figure A.3: Interface A without contextualization principles

Satisfaction We use two questions from the Explanation Satisfaction Scale Hoffman
et al. (2018), to assess the perceived understanding and usefulness of explanations.
The first question asks the participant his/her perceived understanding of the expla-
nations, the second one his/her perceived usefulness of the explanations.

Additional questions In addition, the questionnaire includes two questions regard-
ing the participant literacy in artificial intelligence/machine learning and insurance,
again using 6-point Likert scales, from “Not familiar at all” to “Strongly familiar”. We
also ask for basic demographic information such as age and education level. Finally,
participants can share their insights and comments on the study in an open response
question.

A.4.1.1 | Experimental Design

A/B Testing We conduct an A/B testing to compare the results obtained for the
baseline interface (A) with the enhanced one (B). Interface A, displayed in Figure A.3,
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Discover your plan

Understand your price

Based on your personal information and
coverage needs, we have selected the best
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Figure A.4: Interface B with contextualization principles
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- Feature . Local ML
Objective Interpretation . .
understanding Importance Questions Explanation | Information

Questions Questions Questions

Interface A | 0.73 (-0.20) 0.71 (£0.24) | 0.71 (=0.24) | 0.71 (£0.39) | 0.14 (+0.35)
Interface B | 0.88 (0.16) 0.63 (£0.26) | 0.63 (£0.26) | 1.00 (£0.00) | 0.83 (£0.41)

Self-reported Self-reported
understanding | usefulness
Interface A | 0.71 (40.28) 0.63 (+0.37)
Interface B | 0.87 (40.16) 0.91 (£0.10)

Table A.1: Obtained results for the two interfaces, interface A without contextualisation and
interface B with contextualisation: for objective questions, average and standard deviation
of the percentage of correct answers (overall and for each question type), for self-reported
questions, average and standard deviation of the scores on the Likert scale

presents local feature importance explanations as extracted from SHAP, as described
in Section 3.6.2.1. Interface B includes a first experimental implementation of our
propositions, and it is displayed in Figure A 4.

Pilot procedure For the pilot experiment, participants are randomly assigned to one
version of the interface. Each participant acts as a female persona with a given set of
16 feature values related to the driver, the vehicle and the residence of the driver.
Prior to the evaluation, participants are introduced to the persona and her need to
understand the price she gets. We also explain the platform uses an algorithm to de-
termine a personalized price based on her personal information. The evaluation starts
with the objective understanding question quiz, which is displayed next to the inter-
face to allow participants to look for the answers. Then, the subjective understanding
questions and demographics information questions are asked.

Because of the COVID-19 situation, we were unable to conduct the pilot study in
lab. Thus, we conducted the pilot on Useberry!. 20 participants were recruited from
university and professional social network.

A.4.2 | Results

The obtained results are displayed in Table A.1. For objective questions, the results
are defined as the percentage of correct answers; for the subjective questions, the
results are the average scores on the Likert scale, normalized to the [0,1] interval. We
did not collect enough data to perform further analytics.

The data of 6 participants were not exploitable as they dropped off from the sur-
vey at the start. We also excluded the data of one more participant, who completed

https:/ /www.useberry.com/
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the test in an abnormally short time and who appeared not to scroll through the expla-
nations to look for the answers. Out of the 13 remaining participants, 7 were assigned
to interface A and 6 to interface B. Participants assigned to interface A (resp. inter-
face B) are 29.6 years old on average (resp. 29.8) and reported an average artificial
intelligence literacy score of 0.71 (resp. 0.37) and an average insurance literacy score
of 0.47 (resp. 0.60).

Participants assigned to interface B obtain overall higher scores for the objec-
tive understanding questions (0.88) as compared to the ones using interface A (0.73).
When considering the different types of questions, it appears that interfaces A and B
lead to comparable results for the feature importance and local explanation questions.
This could mean that providing local feature importance is enough for a non-expert
user to correctly answer these questions, even without any contextualization. The
results hint that there is an improvement for participants assigned to interface B for
the interpretation and ML information questions, which hints that contextual infor-
mation on the ML system may help non-expert users to interpret the explanations.

In this pilot study, participants who used interface B report higher satisfaction
(0.87) compared to version A (0.71) and also rate higher the usefulness of the expla-
nations (0.91 for interface B and 0.63 for interface A).

Finally for the feedback collected through the open-question, it appears that par-
ticipants using interface A, without contextual information, report more uncertainty
regarding their answers and their understanding, as two of them explicitly state. On
the other hand, 1 participant using interface B reports that the explanations are "pleas-
antly surprising and help choosing among different insurance plans", while another
participant states that the explanations are clear.

A.4.3 | Discussion

Overall, we observe that the contextualization elements of interface B provide an im-
provement for all considered evaluation metrics: +0.14 for objective understanding,
+0.15 for self-reported understanding and +0.29 for self-reported usefulness. These
preliminary results indicate that interface B seems to improve the explanation under-
standing thanks to the three levels of added contextual information. Yet, the sample
size is too small to provide strong and reliable insights backed up with statistical tests.
However, the results confirm that contextualization principles represent a promising
approach to improving the intelligibility of local explanations. Moreover, this pilot
study allows us to adjust the evaluation method for a larger scale study. In particular,
it allows to adapt the objective understanding questionnaire, to adapt eight dimen-
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sions of the Explanation Satisfaction Scale proposed by Hoffman et al. (2018), and to
favor in lab settings for the user study to be able to monitor the experiment and avoid
participants” drop-off.
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examples: evaluation materials

In this appendix, we present the details materials for the evaluation of the proposed
XUI describe in Chapter 4 and adapted from the materials used in previous work
presented in Chapter 3 and in Appendix A.

B.1 | Usage scenario for participants

Participants are presented with the same basis scenario as follow:

"Swann is a 26 year old graphic designer who lives in Bordeaux and has recently started
working for him/herself. Swann dreams of having a comfortable and spacious home because
his/her current rental is not adapted to work from home. Swann has just found the perfect
place: a small apartment with a balcony in the center of town. But he/she still needed money
to move in, furnish and decorate it to his/her liking. Swann contacted his/her bank to obtain
a consumer loan. After talking to his/her bank advisor, Swann knew that it was possible to
borrow up to 15,000€ at a rate of less than 20%, with repayments spread out over 36 months.
To apply for a loan, Swann goes to his/her bank’s website, applies for a loan and enters his/her
information. She/He would need to borrow 10,974€ to finalize his project. Having already
taken out a few loans in the past (notably to move to Paris for his/her studies, and then to travel
after graduation), Swann thinks his/her application will be accepted. Unfortunately, the site
informed him/her that his/her creditworthiness was insufficient, and his/her application was
denied. To understand why the service considered him/her creditworthiness to be insufficient,
explanations show him/her changes that could have been made to his/her data to improve the
credit rating."”
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Figure B.1: Onboarding illustration on the scenario for participants, in relation with Swann’s
project for moving into a new apartment

We also provide images to accompany the scenario, as illustrated in Figure B.1.
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B.2 | Experimental setup in lab

Figure B.2: On each isolated desktop, the participant has a printed scenario, a printed instruc-
tion notice, a computer with the assigned version of the interface
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B.3 | Objective understanding questionnaire

This section lists the questions asked to the user-lab experiment participants to evalu-

ate the proposed interface, translated from the original language. In all cases, except

for the open-response question, the participant must choose between three answers:

I agree with Swann
I disagree with Swann

I don’t know

B.3.1 | Explanations’ nature questions: counterfactual examples

Swann thinks that the information displayed indicates what variations can be
made on his/her information, to be predicted as having an adequate solvency.

Swann thinks that the proposed changes are always on the parameters of his/her
credit application (amount, duration, loan rate, and so on).

Swann thinks that all the provided information needs to be changed, in addition

to the proposed changes, to be predicted as having an adequate solvency.

Swann thinks this system proposes changes to be predicted as having an ade-

quate solvency.

B.3.2 | Explanations’ effects questions: if...then...

Swann thinks that if the loan term was 20 months instead of 36 months, his/her
solvency would have been predicted as adequate.

Swann thinks that for the solvency to be predicted as adequate, the loan term
could be reduced by 10 months.

Swann thinks that with a loan rate of 22%, the solvency would be predicted as

adequate.

Swann believes that his/her solvency would have been predicted as adequate
if there had been a co-borrower.

Swann thinks that the solvency would have been predicted as adequate if he/she

was not a foreigner.
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B.3.3 | Explanations’ specificity question: plurality

m Swann believes that the only way to be predicted as having an adequate sol-
vency would be to reduce the loan duration to 26 months.

m Swann thinks that the least common changes suggested concern the employ-

ment status.

® Swann thinks that among all the proposed changes, some are more feasible than
others.

m Swann thinks that he/she would have to be at least 54 year old in order to be
predicted as having an adequate solvency.

m Swann believes that for all the examples provided, only one or two pieces of
information would need to be changed as indicated in order to be predicted as

having an adequate solvency

B.3.4 | Open-response question

What strategy/changes would you recommend to Swann to make his/her solvency
to be predicted as adequate?
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B.4 | Satisfaction questionnaire

This section presents the self-reporting questionnaire we propose, adapted from the

Explanation Satisfaction Scale Hoffman et al. (2018) in order to assess users’ satisfac-

tion (translated from the original language). Participants are required to answer on a

6-point Likert scale, from “Strongly disagree” (1) to “Strongly agree” (6).

B.4.1 | Explanation Satisfaction Scale adapted

In your opinion, the explanations for obtaining appropriate creditworthiness

are understandable
In your opinion, the explanations for obtaining appropriate credit are satisfying

In your opinion, the explanations for obtaining appropriate credit are suffi-

ciently detailed
In your opinion, the explanations for obtaining appropriate credit are complete

In your opinion, the proposed explanations indicate how they should be inter-
preted to fully understand how to obtain appropriate credit

In your opinion, the explanations for obtaining appropriate credit are useful in

helping you make an informed decision
In your opinion, the explanations for obtaining appropriate credit are accurate

n your opinion, the explanations for obtaining appropriate credit are trustwor-
thy

B.4.2 | Open-response question

How satisfied are you with the explanations the interface provides to achieve appro-

priate creditworthiness?
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